Appendix A
Tridiagonal matrix algorithm

The tridiagonal matrix algorithm (TDMA), also known alsomas algorithm, is a
simplified form of Gaussian elimination that can be used teesmidiagonal system
of equations

aiXi_1+biXi +cXi1 =V, i=1,...n, (A1)

or, in matrix form (a; = 0,¢, = 0)

bj_ ct 0 ...... 0 X1 Y1
ap b2 Co ... ... 0 X2 Yo
0 a3 b3 C3 0 =

............... Ch—1 .
0...... 0 a, by Xn Yn

The TDMA is based on the Gaussian elimination procedure anslist of two parts:
a forward elimination phase and a backward substitutios@Hfi@]. Let us consider
the system (A.1) for=1...nand consider following modification of first two equa-
tions:
EG_>-b1i—Eq_;-a
which relults in
(b1bz — c1a2)%2 + Cobixz = b1y, — apy;.

The effect is thak; has been eliminated from the second equation. In the same
manner one can eliminaig, using the modifiedecond equation and the third one
(fori =3):

(b1bz — c1a2)EG_3 — az(mod. Eq_,),

which would give
(ba(b1by — c1a2) — cobgag)xz + ca(biby — c1a2)xa = y3(b1bo — cra2) — (yoby — y1@2)a3

If the procedure is repeated until the n’'th equation, thé éagiation will involve
the unknown functiorx, only. This function can be then used to solve the mod-
ified equation fori = n— 1 and so on, until all unknowr; are found (backward
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substitution phase). That is, we are looking for a backwasatz of the form:
Xi—1= VX + B (A.2)

If we put the last ansatz in Eq. (A.1) and solve the resultingegion with respect to
X;, the following relation can be obtained:

—Gi yi—af
Xj = Xir1+ A.3
i ayi+ bi i+1 ayi+ bi ( )
This relation possesses the same form as Eq. (A.2) if weifglent
—Ci yi —af
=—, 1= . A4
Yit1 ay+b Bi1 ay 1 b (A.4)

Equation (A.4) involves the recursion formula for the caréintsy; andp; fori =
2,...,n—1. The missing valueg; and 3; can be derived from the first & 1)
equation (A.1):

_n_a __ G5 1 — B —
g G bl’BZ*blé

The last what we need is the value of the functigior the first backward substitu-
tion. We can obtain if we put the ansatz

Xn—1 = Y*n+ Bn
into the last (= n) equation (A.1):
an (Y% + Bn) + bnXn = Yn,

yielding

~ Yn—anbn

B anyh+bn

One can get this value directly from Eq. (A.2), if one formatp

Xn

Xny1=0.

Altogether, the TDMA can be written as:



1.Set w=pL1=0;
2. Evaluate fori=1,...,.n—-1
G o Yi—aB,
VIH_iaiVmei’ B|+1—aiyl+bi,
3. Set X1 =0;
4. Find fori=n+1,...,2
Xi—1= %X + B

The algorithm admits’(n) operations instead of’(n®) required by Gaussian
elimination.
Limitation
The TDMA is only applicable to matrices that are diagonaltyrdnant, i.e.,

lbi| > |ai| +[c|, i=1,...,n






Appendix B
The Method of Characteristics

The method of characteristics is a method which can be usatean initial value
problem for general first order PDEs [2]. Let us consider a quasilimggation of

the form
Ju Ju

Aax+Bdt +Cu=0, u(x,0) = u, (B.1)
whereu = u(x;t), andA, B andC can be functions of independent variables and
u. The idea of the method is to change coordinates ffri) to a new coordinate
system(xo, s), in which Eq. (B.1) becomean ordinary differential equation along
certain curves in théx,t) plane. Such curve$x(s),t(s)) along which the solution
of (B.1) reduces to an ODE, are called th@racteristic curves. The variables can
be varied, whereag changes along the line= 0 on the planéx,t) and remains
constant along the characteristics. Now if we choose

dx dt
Z_A d —=B B.2
=/ and =B (B.2)
then we have
@ =Uu d_x + ﬁ =Aux+B
ds ~ Mgs THgs T AW
and Eq. (B.1) becomes the ordinary differential equation
du
— +Cu=0 B.3
4 TCu (B-3)

Equations (B.2) and (B.3) give the characteristics of (B.1)
That is, a general strategy to find out the characteristitk@tystem like (B.1) is
as follows:

e Solve Eq. (B.2) with initial conditiong(0) = Xo, t(0) = 0. Solutions of (B.2)
give the transformatiofx,t) — (xo,S);

e Solve Eq. (B.3) with initilal conditiors(0) = up(Xg) (wherexg are the initial
points on the characteristic curves along the 0 axis). So, we have a solution
u(Xo, s);
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e Using the results of the first step fisdandxp in terms ofx andt and substitute
these values in(xp, s) to get the solutiom(x,t) of the original equation (B.1).



