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Contribution 

 We have worked on several applications using 2-D optical 

strain, however 2-D optical strain is not invariant to view. 

 Therefore we attempt to aide this problem by projecting    

2-D motion on to a 3-D surface. 

 In brief, the correspondence issue is solved using 2-D 

displacements, which are then updated using rough 3-D 

estimations. 
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Background 

 Optical strain describes the change, or variation, of the 

motion vectors in a local neighborhood. 

 Optical Strain maps (as applied to facial motion analysis) 

describe a biomechanical property of facial skin tissue. 

 Derived from the non-rigid motion which occurs on face 

during facial expressions 

 

 

 

 Computer Vision and Pattern 

Recognition Group 



Example Application:  

Expression Spotting 

• Given an input sequence, find the frame 

boundaries of when expression occur. 

• Method is able to identify both macro-

expressions (>1/3 second) and micro-

expressions (<1/3 second). 



Optical Strain 
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Which can be expanded to  
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And so the strain magnitude is defined as: 

Given optical flow  

Then we can define the finite strain tensor  

Which can be normalized to 0-255 for visualization purposes: 



Optical Strain 

 Use change in 2 depth maps to approximate  𝜀𝑧𝑧=  
𝜕𝑤

𝜕𝑧
 

 Can then use optical flow for u,v approximation, over a 

planar surface defined by the neighborhood defined by the 

rectangle (x-r,y-r,x+r,y+r) over w’ 
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 Plane is defined using linear regression over 25 points to 

solve for a, b, c 

   P = 𝑎𝑖 + 𝑏𝑗 + 𝑐 

 



Optical Strain 
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Strain Example 



3D Optical Strain 

 Intuitively, improvements should be found for: 

 Horizontal motion that occurs along the side of the face. Vectors 

are often projected as smaller displacement because of parallax. 

 These vectors could be reconstructed using 3D information, which would 

more accurately match true displacement. 

 Similarly, motion perpendicular to the camera axis lost due to 

2D projection. 

 

 

 



3D Optical Strain 



3D Optical Strain 
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Method 
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Extract Face 

Video  

Optical Flow 

Project OF onto 3-D 

Depth Image 

Video of subject’s face performing an 

expression such as smile, surprise 

Currently done by manually locating both 

eyes, but can be automated 

Optical flow is calculated between the 

beginning and peak of the expression 

3-D Optical flow is then estimated by projecting 

the 2-D displacements on to the registered 3-D 

model. 

3-D Strain 3-D Strain is then obtained using the central 

difference method 



Two Experiments 

 Experiment 1 – Performance at multiple depth resolutions 

 Experiment 2 – View Invariance 



Experiment 1 

Performance at multiple depth resolutions 

Depth Map 

3D Strain 

maps with 

depth sampled 

at 1:1, 1:2, 

1:3, 1:4 ratios 



Experiment 1 
Performance at multiple depth resolutions 



Face 

• Low resolution depth (face 

must be sufficiently distant 

from camera – 1 meter) 

• Poor optics for RGB image 

for optical flow 

• Optical Flow fails 

• HD Resolution 

KINECT 

Webcam 



Experiment 2 

View Invariance 

Kinect 

Subject 
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o 

22 
o 

Registered Registered 

Webcams registered to Kinect 

depth image using 5 manually 

selected points on the face (this 

can be automated) 

1 m 

1280x720 1280x720 

640x480 



Experiment 2 

View Invariance 



Experiment 2 

View Invariance 

Example strain maps calculated at two views roughly 45 degrees apart, for two subjects (each row), without using 3D 

information. The first two pairs of columns are for the smile expression, the second pair of columns are for the surprise 

expression.  

Without using 3-D  
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View Invariance 
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Future Work 



• Given an input sequence, find the frame 

boundaries of when expression occur. 

• Method is able to identify both macro-

expressions (>1/3 second) and micro-

expressions (<1/3 second). 

Future Work for 3-D Optical Strain: 

Expression Spotting 



Future Work for 3-D Optical Strain: 

Face Identification 

• 30% increase in rank 1 identification  

• Average 20% increase in identification rate 



Future Work for 3-D Optical Strain: 

Efficacy of Facial Reconstructive Surgery 

• Developed a more rich representation of 

reconstructive surgery efficacy. 

• Reduced the video acquisition time by as 

much as 5 hours for each subject. 



Conclusion 
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 Optical strain maps have broad significance in facial 

motion analysis. 

 We have proposed method for calculating assisting 2-D 

motion analysis using a rough 3-D range sensor. 

 The method has been shown to work at depth 

resolutions of 100x100 and 66x66 while maintaining at 

least 80% correlation with full (200x200) resolution. 

 We have shown empirically that the strain maps from 

two views 45 degrees apart are highly similar.  

 

 

 



Thanks 

Questions? 


