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‘ Preliminaries I



Labelled transition systems

Def. A labelled transition system (LTS) is a triple (S, Act, —), where
1. S is a set of states
2. Act is a set of actions
3. — C S x Act x S is the transition relation

Write s — s’ for (s, a,s’) € —.



Bisimulation

a /
S — S
R R
=

s and t are bisimilar if there exists a bisimulation R with s R t.



Probabilistic labelled transition systems

Def. A probabilistic labelled transition system (pLTS) is a triple
(S, Act,—), where

1. S is a set of states
2. Act is a set of actions
3. > C S x Act x D(S5).

We usually write s — A in place of (s, a, A) € —.



Example




Probabilistic Bisimulation

a

s — A
R RI
t - 0O

Write ~ for probabilistic bisimilarity.



Lifting relations

Def. Let S,T be two countable sets and R C .S x 1" be a binary relation.
The lifted relation R' C D(S) x D(T) is the smallest relation satisfying

1. s Rt implies SRt
2. A;R1O, for all i € T implies (D ier i Ai)RT(ZiGI pi - ©;)

There are alternative formulations; related to the Kantorovich metric and the

network flow problem. See e.g. http://www.springer.com/978-3-662-45197-7

bSemantics of
' Probabilistic

Processes

An Operational Approach




‘The first modal characterisation.



The logic £,

The language £ of formulas:

= T |1 Apa]{a)pp.

where p is rational number in |0, 1].
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Semantics

s = 1 always;

s = @1 A s, if s =1 and s = po;

s = (a),p iff s = A and A([¢]) > p, where [¢] = {s € S | s |= p}.

Logical equivalence: s =1 tif s = p <t = ¢ for all p € L;.
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Modal characterisation

Modal characterisation (s ~ t iff s =1 t) for the continuous case given by
[Desharnais et al. Inf. Comput. 2003], using the machinery of analytic

spaces.
298 Prakash Panangaden
Advanced Topics There are many variations that one can imagine. Perhaps the simplest is to
and Coinduction have negation and dispense with A and disjunction. All the variations consid-
ered by Larsen and Skou have some negative construct. The striking fact —
Cd O e first discovered in the context of continuous state spaces [DEP98, DEP02] - is

that one can get a logical characterisation result with purely positive formulas.
The discrete case is covered by these results. Surprisingly no elementary proof

for the discrete case — i.e. one that avoids the measure theoa machineﬂ - 18

known.
I —

l#{%ﬂlm
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The 7-)\ theorem

Let ‘P be a family of subsets of a set X. P is a m-class if it is closed under
finite intersection; P is a A-class if it is closed under complementations and

countable disjoint unions.

Thm. If P is a 7w-class, then o(P) is the smallest A-class containing P,

where o(P) is a o-algebra containing P.
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An application of the m-)\ theorem

Prop. Let Ay = {[¢] | ¢ € L}. For any A, 0 € D(S5), if A(A) = O(A) for
any A € Ay, then A(B) = ©(B) for any B € o(Ap).
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Soundness and completeness of the logic

Lem. Given the logic £, and let (S, A, —) be a reactive pLTS with
countably many states. Then for any two states s,t € S, s ~t iff s = t.

Proof. Use the m-\ theorem. See [Deng and Wu. ICFEM 2014].
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‘The second modal characterisation'
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The logic Lo

The language Lo of formulas:

= T |1 Apa|{a)e

Modal characterisation for the continuous case given by [van Breugel et al.
TCS 2005], using the machinery of probabilistic powerdomains and Banach
algebra.

We will see the discrete case can be much simplified.
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Semantics

Pr(s, T) = 1
A(t) - Pr(t, if s 5 A
Pr(s, (a)p) — Zte(m (t) - Pr(t,p) ifs /
0 otherwise.
PT(Sa P1 A 902> — P’I“(S, 901) ’ PT(Sa 902)

Logical equivalence: s =5 t if Pr(s,p) = Pr(t,p) for all ¢ € Ls.
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Soundness

Thm. If s ~ ¢ then s =5 ¢.

Proof. Easy by structural induction.
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Completeness

Thm. For finite-state reactive pLT'Ss, if s =5 ¢ then s ~ {.
Proof.

e Observe that =5 is an equivalence relation.
o Let C'1,(C5, ..., C, be all the equivalence classes.
o Write Pr(C;, ¢) for Pr(s;; ), where s;; € C; and ¢ € Lo.

e For any 7 # 7, let ¢;; be a distinguishing formula with
Pr(Ci, piz) # Pr(Cj, vij).
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Key lemma

Lem. For any [ C {1,--- ,n} with I # (), there exist a nonempty [’ C [
and an enhanced formula ¢ such that

(i) for any i € I, ¢ € I" iff Pr(C;, ) > 0;
(ii) for any i # 5 € I', Pr(C;,¢) # Pr(Cj, ).
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Algorithm for computing enhanced formulas

input : A nonempty subset I of {1, --- ,n} with the distinguishing formula ©ij for all ¢ # j.

output: A nonempty I’ C I and an enhanced formula ¢ satisfying (i) and (ii) in the key lemma.

begin

Tpass < 0; Trem < {(i,5) €I X IT:i< g}y I' + I; ¢ « T;

Choose arbitrarily (7, 35) € Zrem;

I" — {keI': Pr(Ck, v;;) > 0};

Zgis «— {(k,1) € Zrem NI' X I': Pr(Ch, ¢;;) # Pr(Cp, ¢;5)};

Zrem + (Zrem N I’ x I/)\Id@'s§ Ipass < (Zpass N I’ x I/) UZgigi @ < @A Pijs
Ziem < 05 Z < Zpass;

while Z # () do
Z <+ {(k,1) € Ipass\ztem : Pr(Ck, p) = Pr(Cl, ®)};

if T # 0 then
| P = P N¢iji Ltem < Ltem Y L;

end

end
end

return I/, ©;
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Correctness of the algorithm

The algorithm has recently been formalized in Coq. Correctness proof

relies on four invariants of the outer loop:

Non-trivial proofs at all, with about 1500 lines of Coq code used.
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Completeness proof

Suppose s =5 t. A transition s — A has to be matched by t — ©. It
remains to show A(=»)'0.

It suffices to show A(C;) = O(C};) for all equivalence classes C; with
1€ 1.

By induction on |I|. The case |I| = 1 trivial.

Let © be any formula.
0= Pr(s,(a)p) — Pr(t, (a)p) = Z Pr(Ci, ¢) - (A(C;) — ©(C3))

el

The key lemma gives some I’ C I and enhanced formula ¢. Let

a; = PT(CZ', @0) and r; = A(Cz) — @(Cﬁ
Then a1 + asxs + -+ + apxy, =0, where I’ = {1, ....n}.
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e Any formula A" g gives the equation a/"z; + a5'xo + -+ -+ al’x, = 0.

a1x1 + asxo + -+ apr, = 0
a*ry +adry + - +a’x, = 0
ayry +asxro + -+ ajxry, = 0

e Modify the coeflicient matrix to get

1 1 1 1

al a9 as An

ai a3 a3 a;

n—1 n—1 n—1 n—1
| dq ag ag Apn
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— the transpose of a Vandermonde matrix.

r; =0, ie, A(C;) =0(C;) for all v € I'.

Zz‘e[\]/ Pr(Ci,¢) - (A(C;) —O(C;)) =0

[I\I'| < |I| and by induction we get A(C;) = O(C;) for all ¢ € I\I'.

A(:2>T@ as required.
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Summary

Two logical characterisation of probabilistic bisimilarity for countable and
finite-state reactive processes, respectively, with much simpler proofs than
those of Desharnais et al. and van Breugel et al.
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Thank you!
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