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Chapter 1

Introduction

The goal of this lecture is to provide an overview of important techniques used for the anal-
ysis, regularization, and numerical solution of inverse problems. Generally speaking, inverse
problems are concerned with finding causes for an observed effect or a desired effect. With
respect to this aspect one usually divides into the terms

e Identification or reconstruction, if one looks for the cause for an observed effect.
e (Control or design, if one looks for a possible cause of a desired effect.

Both problems are of course related, but there are also several mathematical consequences
due to the different aims. E.g., in an identification problem a desirable property is uniqueness
of a solution (identifiability), because there is probably a specific cause for the observed effect,
which one would like to obtain. In a control or design problem, uniqueness is not really of
importance, since non-uniqueness only means that the design goal can be reached by different
strategies and hence, one has additional freedom (e.g. to incorporate further design goals).

A common property of a vast majority of inverse problems is their ill-posedness. In the
sense of Hadamard, a mathematical problem (we can think of an equation or optimization
problem) is well-posed if it satisfies the following properties:

1. Existence: For all (suitable) data, there exists a solution of the problem (in an
appropriate sense).

2. Uniqueness: For all (suitable) data, the solution is unique.

3. Stability: The solution depends continuously on the data.

According to this definition, a problem is ill-posed if one of these three conditions is violated.
However, in general we shall be concerned in particular with problems violating the third
condition, i.e., the solution does not depend on the data in a stable way.

The prototype of inverse problem will be an equation of the form

F(x) =y, (1.1)

with a function space setting to be specified below. For such an equation, the unknown is
x and the data are usually the right-hand side y. If the stability condition is violated, the
numerical solution of the inverse problem by standard methods is difficult and often yields



instability, even if the data are exact (since any numerical method has internal errors acting
like noise). Therefore, special techniques, so-called regularization methods have to be used in
order to obtain a stable approximation of the solution. Since the appropriate construction
and analysis of regularization methods and subsequently (or simultaneously) of numerical
schemes is the major issue in the solution of inverse problems, most of the lecture will be
concerned with this task.

Finally, we notice that the nomenclature ”inverse problem” somehow indicates the exis-
tence of a ”direct problem” or ”forward problem”. This is not always true, but in most cases
such a direct problem, which is well-posed, exists. For example, the direct problem could
be to simply evaluate an integral operator of the first kind, and the corresponding inverse
problem is to solve an integral equation involving this operator.

Inverse problems is a very active field of research in applied sciences, with a fast growing
bibliography. Throughout the lecture notes we shall refer to various papers and monographs
including further details on several aspects. As general references on inverse problems, and
also as sources for contents in this lecture we refer to the monographs by Engl, Hanke,
Neubauer [10], Kirsch [17], and Vogel [23], the latter focusing on computational methods.



Chapter 2

Examples of Inverse Problems

In the following we shall discuss some motivating examples of inverse problems, the first two
of them being rather simple and therefore allowing a detailed insight into typical features of
inverse problems. The other problems rather motivate the practical importance of inverse
problems, but due to their complicated mathematical structure we will spend less on their
analysis at this point.

2.1 Differentiation of Data

One of the simplest ill-posed problems is (numerical) differentiation of noisy functions, a task
one faces in many applications. Assume that we want to compute the derivative of a function
which includes additive noise, i.e., instead of the exact function f we are only given the
function f° with
fola) = f(z) +n’(z),  xe€[0,1]

and f°(0) = £(0) = 0, f°(1) = f(1) = 0, where n%(z) represents the data noise. In many
typical measurement devices, the noise at each point  (n’(z)) can be modeled as a normal
distribution with mean zero and variance § > 0, being independent at different measurement
points 1 and x9. From the law of large numbers one may expect that

1
/ I (2)2 da ~ 62,
0

i.e., one obtains some information of the noise. However, even if we know exactly that

1
/ |nd (z)|? do = &*
0
df

and ¢ is arbitrarily small, we cannot obtain any estimate on the derivative . In the worst
case, the noise n? is not differentiable, so that one cannot even compute a derivative. However,
even if we assume that the noise is differentiable (even analytic) the error in the derivative
can be arbitrarily large. Take for example

n®(x) = v/26 sin(2rkz)
for some k € N. Then, fol In®(z)|? dz = 6% and

Cilfa:(x) = %(1’) +V2276k cos(2kmx)



Now note that k can be arbitrarily large and therefore §k can be arbitrarily large. Hence, the

L%-error
1/2

</o1 (Cilj;é(w) - :zlj;(x)>2 dﬂf) = 216k

af°
dx

or the L*-error
af

(@) = o

sup
z€[0,1]

(m)‘ = 2276k

can be arbitrarily large. This statement holds true in general for ill-posed problems (and
could actually be used as a definition):

Without reqularization and without further information, the error between the ex-
act and noisy solution can be arbitrarily large, even if the noise is arbitrarily small.

How can additional information that helps to bound the error, look like ? Of course, one
could assume that the noise is bounded in a stronger norm, e.g.,

/01 (Cg(x)f dr < 62

In this case, we would obtain in a trivial way the error estimate

(/01 (Cﬁgm - jﬁm)z dx) s

but our result does not correspond to the practical applications, where we can hardly get an
estimate for ‘2—’?. Thus, it seems not a good idea to assume stronger bounds on the noise.

A more realistic alternative is to assume further regularity of the solution f, e.g., f €
C?(]0,1]). The error is then still arbitrarily large for the original problem, but can be esti-

mated if regularization is used. As a simple example we could smooth the data by solving

dx?

(@) + falz) = f2(2),  fal0) = fa(1) =0,

which is also equivalent to applying the associated Green operator (an integral operator with
smooth kernel) to f9. We shall see later that this approach can be identified with so-called
Tikhonov regularization. Note that due to the standard variational interpretation of elliptic
differential operators, this smoothing is also equivalent to mimimizing the functional

Hatho) = [ (ae) - P deva [ (Yo an

xT

i.e., we perform a least-squares fit with a penalty term that enforces % to be bounded. Then
we have

o al®) = @) + (ala) — £(&)) = (F(@) ~ f(2)) + (@)



and multiplication by f,(z) — f(z) and integration with respect to x yields

/01 [O‘ <Cfﬁ - ;Z)Q + (falz) - f(as))2] do =
/01 <f5(x) — fx) + aﬁj) (falz) — f(z)) da

where we have used integration by parts for the first term. By applying the Cauchy-Schwarz
inequality to the right-hand side we further obtain

/01 [“ (% - ff’;) + 5 Uale) - f(as))?] &z

where C' = || f||c2. Thus, we may conclude in particular

Lrdfe  df\? 52
/ Ao _FN" o < 4 ac2,
0 dr  dx o
i.e., we obtain a bound on the error in terms of « and é. The obvious next question is the
choice of the regularization parameter: How to choose a such that the error in the solution is
minimal ? In general it will not be possible to really minimize the error, but with an estimate

like the one above we can at least minimize the right-hand side, which happens for a = %
and the error estimate takes the form

Yldfa  df\?
A < 26.
/0 (d:c dac) de <20

If we take the square root in this estimat to obtain the norm on the left-hand side, the error
is v/26, i.e., of order v/§ and hence, much larger than the data error §. This is another typical
effect for ill-posed problems: Even with regularization, we can never achieve an error in the
reconstruction which is as slow as the error in the data. Note also that the error bound /28
was only achieved for f € C2([0,1]). If we only assume that f € C'([0,1]), which seems
actually much more natural for differentiating once, we would need to estimate alternatively

1 d2f 1 df dfa df
| oL @y i = —a [ gl Go@ - L)

a (Y [dfs  df\? a [/df\?

Since the second integral can be estimated by $C? with C' = || f||c1 the final estimate becomes

L dfe  df\? 52
[ (2 s
0 de dx Q@
and the right-hand side is larger than C' no matter how we choose a. As we shall see later,

2
one can show by different arguments that fol <% — %) dx — 0, but this convergence is

IN

1
/O (F(x) — J(2))? da + 02C?

< %4 a2C?,



arbitrarily slow, another general statement for ill-posed problems: Without additional smooth-
ness assumptions on the exact solution, the convergence of reqularized solutions is arbitrarily
small.

Above we have motivated inverse problems as the inversion of some kind of direct problem.
For numerical differentiation, we have started with the inverse problem immediately. However,
the direct problem can easily be obtained by integration. E.g., if f(0) = 0, then the direct
problem is given by the integral equation of the first kind

P = [ L v

This integral operator can be shown to be compact and we will see later that the inversion
of a compact linear operator is always an ill-posed problem.

We finally mention that analogous reasoning can be applied to numerical differentiation
of sampled data of a function f, e.g. by one-sided or central finite difference schemes. In this
case, the difference scheme has the effect of a regularization method and the grid size h plays
the role of a regularization parameter. A detailed analysis can be found in [10, 14].

2.2 Computerized Tomography: Radon Inversion

An inverse problem that became of high practical importance almost fourty years ago due
to the invention of X-ray tomography is the inversion of the Radon transform of a function
f :R? = R. The Radon transform is defined as

Rf(s,w) = / flsw+twh) dt,  weR? |w|=1,s € Ry,
R

where w denotes an orthogonal vector to w.
In X—ray tomography, the function f represents the spatially varying density in a domain
D C R?, which might be the cross-section of a human body or of some material to be tested
in a nondestructive way. The inverse problem consists in recovering the density f from X-ray
measurements in a plane covering D. These X-rays travel along different lines, each ray is
parametrized by its distance s > 0 from the origin, and by its unit normal vector w € R?
(Jlw] = 1). The basic modeling assumption is that the decay —AI of the intensity of an X-ray
beam along a small distance At is proportional to the intensity I itself, the density f, and to
At. Hence,
Al(sw + twh)
At
For At — 0 we obtain the ordinary differential equation

= —I(sw + twh) f(sw + twh).

dI(sw + tw™)

o = —I(sw + twh) f(sw + twh).

By integrating this differential equation from ¢ = 0, the position of the emitter, to t = L, the
position of the detector, we obtain

L
In I(sw+ Lwt) —InI(sw) = —/ f(sw + twh) dt.
0



The functions I7,(s,w) := I(sw+ Lw") and Io(s,w) := I(sw) can be measured at the emitters
and detectors for all s and w (the positions of emitters and detectors can be changed), and
since f can be extended to be zero for ¢ ¢ (0, L) we can reformulate the inverse problem of
computerized tomography as the inversion of the Radon-transform

InIy(s,w) —InIL(s,w) =Rf(s,w), weR? |w| =1,5 € R,

An interesting special case consists of a radially symmetric density f and D being a
circle. In this case it suffices to use a single direction w, e.g., wy = (0,1), and moreover
f(sw + twt) = F(r) can be written as a function of the radius r = /s2 + 2. Using a
transformation to polar coordinates, the Radon transform can be rewritten as

PrF(r)
. V2 — $2
with p sufficiently large such that F(r) = 0 for r < p. With the notation g(s) = —%(In Iy(s, wo)—

In I7,(s,wp)), the Radon inversion in this special case can be written as the Abel integral equa-
tion

Rf(s,wy) =2 dr

9(s) = Sp \/%

It is possible to find an explicit inversion formula for the Abel integral equation, which yields

dr, 0<s<p.

F dr.

(r) = 2 / 7 g(s)

R ARV
Note that in the inversion formula, the derivative ¢’ appears and we have seen in the previous
section that differentiation of data is ill-posed. The differentiation is compensated partly by
the additional integration, but one can show that the inversion of the Abel integral equation
is ill-posed. For the Radon inversion, an explicit (but more complicated) inversion formula
exists, which also involves differentiation of data.

2.3 Image Denoising and Deblurring

Two basic problems in mathematical imaging are image denoising and image deblurring. In
the case of denoising, the data are a noisy version of the original image u,

W () = u(x) + n(x), z€QCR?

with the noise satisfying similar properties as in the first example, in particular a bound of
the form

/(né(x)ﬁ dz < 62
Q

The major goal is to compute an approximation of the original image u avoiding oversmooth-
ing and keeping features of particular importance in the image such as e.g. edges. One might
argue that denoising is not an ill-posed problem, since the data is the function wu itself. The
real ill-posedness in denoising is the fact that we want to obtain specific features of the image
like edges, which are distorted by the noise. One can formally argue that features like edges
are rather related to derivatives of u and hence, denoising is ill-posed in the same way as
numerical differentiation.

10



In the case of deblurring, the image w is first transfered through a channel, which can be
modeled via a linear integral operator, and the given output is

Flx) = /Qk(l’,y)U(y) dy+n’(z), xeQcR%

The goal is the same as in image denoising, but it is much more difficult to reach, since some
information is lost while the image ins transfered through the channel. A typical model for
the point-spread-function k is a Gaussian, i.e.,

K, y) = cexp <'f”—y'2) .

g

With increasing o, the Gauss kernel becomes broader and the averaging of the image is
stronger than for small 0. Again, the direct problem involves an integral operator of the first
kind with smooth kernel, which is in particular a compact linear operator and the inverse
problem is clearly ill-posed.

2.4 Parameter Identification

By parameter identification one usually denotes the problem of reconstructing unknown coef-
ficients in partial differential equations from indirect measurements of the solution. A simple
example is the following model from groundwater filtration, which is modeled through the
elliptic equation

—div (aVu) = f, in Q c RY,

where u is the unkown, f a given source, and a the hydraulic permittivity. The direct
problem consists in solving the partial differential equation for u given a and suitable boundary
conditions on df2. The inverse problem consists in reconstructing the unknown function a on
Q) given a noisy measurement

u(z) = u(z) + n’(z), x € Q,

of the solution.

If the solution of the direct problem is unique for each parameter a, which is the case for the
groundwater filtration problem with appropriate boundary conditions, then one can introduce
the parameter-to-solution map a — u,, where u, is the solution of the direct problem given a
specific a. Note that even if the direct problem is linear (for u), the inverse problem and the
parameter-to-output map are usually nonlinear. E.g., in the groundwater filtration problem
we have uy, = %ua, i.e., usq # 2u, and hence, the problem is not linear.

The uniqueness question for parameter identification problems is usually denoted as iden-
tifiability. In the case Q = [0, 1] with boundary conditions 2(0) = 0 and u(1) = 0 we can
easily answer the question by integrating the equation with respect to z, which yields the
formula

o)) = [ 1) dy

Hence, the parameter a is determined uniquely for every x such that %(x) % 0. On the
other hand, there are many realistic assumptions on f, which guarantee that Z—Z = 0 almost
everywhere. For example, if the antiderivative of f is positive in (0, 1), then the above formula

11



shows that % # 0. Another possible assumption is f(z) # 0 for almost every z, then 9%

dx
cannot vanish on an open interval I C [0, 1], since otherwise

0= % - % G@)Zi@)) = f(z), =zel

yields a contradiction. On the other hand, if f = 0, then u = 0 and % = 0 for any a and it is
never possible to reconstruct the parameter. The choice of f or in reality the action leading
to the source f is a matter of design of experiments, one could even ask the question what is
the best source with respect to stable reconstruction of the parameter.

The solution formula .

Jo f(y) dy
a(z) = =
(@)
also shows that besides the usual linear ill-posedness arising from the fact that data (u) have
to be differentiated, there is a nonlinear ill-posedness from the quotient, whose consequence
is that errors at small values of g—; are amplified much stronger than errors at large values of
Z—Z. Le., if %(x) is very small in an interval I, then we still have identifiability, but in practice
we must expect very high errors due to the noise amplification.

Another interesting issue in parameter identification problems are stability estimates,
which concerns the continuity of the inverse operator on special subsets. Note that for an
ill-posed problem, the inverse operator (if it exists) is not continuous, but it is continuous on
compact subsets of its domain. As an example we consider the compact subset

du
Cym = {ueC¥([0,1]) |, ||UHCQ<Md >~ >0in[0,1] }.

Let u; be the solution of the forward problem for given parameter a;, 7 = 1,2. Then, from
the above inversion formula we obtain

ax—aw:M dug \ _ du
(@) — as() %(x)%()(dxu dmu)

Hence, we obtain

1 1 2 1/ u 2
[ @10 aatoyy? do < DML [ () ),

Using integration by parts and the Cauchy-Schwarz inequality we obtain
1 dU2 dul 2
— d
| (G- G@) a
1 92 2 9 2
. d u9 d (5%
- [ @ — @) ( 2 (g - LY <x>> dr

d?u d?u 2
\// (u1(z) — ug(x))? d:v\// dx22 x) d:U21 (:v)) dx

< 2MHU1 — u2HL2

12



Thus, for the difference a1 — as we obtain the estimate
fll 1/2
Jor —asle < VI VBRF s — ual 2

i.e., the inverse operator G : u € C, + a is locally Holder continuous with exponent % in
the L?-norm. This result corresponds to the Holder estimate we have derived for numerical
differentiation above. The effect that the estimate is only a local one for the parameter
identification problem, is a consequence of the nonlinearity. One clearly observes the influence
of smoothness of the solution, for increasing M the constant in the Holder estimate increases.
Moreover, the nonlinear instability is reflected in the estimate by the term 7—12, i.e., the closer
u gets to zero, the larger the constant becomes.

In practical applications, it is hardly the case that the solution of a partial differential
equation can be measured on a whole domain, since one usually cannot place many detectors
inside an object (e.g. a patient in medical applications or a microelectronic device). In such
cases boundary measurements either on a space- or time-boundary are available. An example
is the diffusion equation

% =div (aVu) + f in Q% (0,7),

with measurements at final time, i.e., u(x,T), for x € €, or at the boundary, e.g., %Z on

00 x (0,T). Of course, with such a measurement, the dimensionality of the data is much
lower than the one of the unknown a(x,t). Thus, in such cases one can only identify special
parameters such as a = a(z), which is however realistic since a might describe material
properties that do not change in time.

2.5 Impedance Tomography

Impedance tomography can be considered as a parameter identification problem with bound-
ary measurements. The technological setup is as follows: at the boundary of an object
(represented by a domain D C R?), different electrical voltages are applied, and the arising
electrical currents are measured. From these measurements one would like to reconstruct the
conductivity as a function of space, which gives information about different materials inside
the object.

The simplest mathematical model for this process is the solution of the elliptic partial
differential equation

div (aVu) =0 in D,

where wu is the electric potential and a is the conductivity, modeled as a function of the spatial
location inside D. The applied voltages f are directly related to the electric potential u at
the boundary, i.e.,

u=f on 0D.

The measured currents over the boundary for a specific voltage f are given by

gr = ag—z on 0D.

13



Hence, if all possible voltages f (in the sense of all functions on 9D in a certain class) are
applied, and the corresponding currents are measured, the data consist of the Dirichlet-to-
Neumann map

Aa : f = gf,
which is a linear operator due to the linearity of the differential equation and boundary
conditions for fixed a.

The inverse problem of impedance tomography (called inverse conductivity problem) con-
sists in reconstructing the conductivity a as a function on D from a measurement of the
Dirichlet-to-Neumann map A,. Again, due to the appearance of a as a coefficient in the
equation, the inverse problem is nonlinear, though the direct problem of computing the
Dirichlet-Neumann map for given a is linear.

From the dimensionality of the data it is not clear whether one can reconstruct the con-
ductivity uniquely, since the unknown is a function on D and the measurement is a linear
operator on a class of functions on dD. The answer depends on the spatial dimension, for
d > 2 it is indeed possible to identify the conductivity uniquely if the class of voltages f
on 0D is sufficiently large. For dimension d = 1, the answer is negative. Consider e.g. the
domain D = [0, 1] with boundary 0D = {0,1}. Then a function f on 0D can be represented
by two values, fo for x = 0, and f; for x = 1. Hence, the Dirichlet-to-Neumann map can
be considered as a linear operator A, : R?> — R2. Since each such linear operator can be
represented by a 2 x 2 matrix, the data consist only of 4 real numbers representing the matrix
entries, Since the dimension of the data space (R?*?) is finite, but the dimension of the space
for the unknown (e.g. C1(D)) is infinite, the data cannot suffice to determine the conductivity
uniquely.

An interesting case in impedance tomography is the case of objects consisting only of two
different materials and consequently of two different conductivity values, i.e.,

a(z) = ap fxeQCD
| ag ifzx e D\Q.

The subset Q could for example represent the shape of some inclusion in the object. In
such a case the interest is focused on identifying the shape 2. Since the class of possible
functions a is now strongly limited by introducing a-priori knowledge, one may argue that
less measurements suffice in order to obtain uniqueness, at least for the shape ) at given
values a1 and as. Indeed, one can show that the measurement of the Neumann value for a
single Dirichlet value yields local uniqueness of the inverse problem.

2.6 Inverse Scattering

Inverse scattering problems are, generally speaking, inverse problems where one tries to re-
cover information about an unknown object from measurements of waves (or fields) scattered
by this object. Inverse scattering problems exist for all kinds of waves (e.g. acoustic and
electromagnetic waves) and all kinds of models (e.g. wave equation, Helmholtz equation,
Schrodinger equation, Maxwell equations). We consider the case of an acoustic scattering
problem for the Helmholtz equation in the following.

The original mathematical model for the density of an acoustic wave is the wave equation

U 1

W = ﬁAU in Rd X R+,

14



where n = n(z) describes a spatially varying acoustic profile (reciprocal to the speed of
sound), where n is scaled to equal one outside a compact domain (n = 1 may e.g. represent
surrounding air or water). The region where n(xz) # 1 represents the scattering object, the
deviation of n(z) from one provides information about the structure of the scatterer. If we
only consider time harmonic waves of the form U(z,t) = e**u(z) for k € R, then the function
u solves the Helmholtz equation

Au + k*n’u = 0.

In inverse scattering, an incident wave u’ is sent in, which corresponds to the wave propagating
in absence of the scatterer, i.e.,

Au' + E*u' = 0.
The scattered wave, which is the difference between the really observed and the incident wave,
i.e., with u® = u — u® satisfies

Au® + k2u® = B2 f(u® +u®),

f:=1—n? The inverse scattering problem consists in identifying the compactly supported
function f from the knowledge of the incident wave u’ and a measurement of the scattered
wave u®. The scattered wave can only be measured far away from the scatterer, in many
cases it is reasonable to assume that u® can be measured at the sphere with radius R >> 1
including the scatterer, which is referred to as the far-field pattern.

A closer look at the dimensonality of the unknown (f) and the data (u®|,—g) shows that
we have to identify a function on a d-dimensional domain (d = 2, 3), but the measurement is a
function on a d — 1-dimensional manifold. Hence, it seems obvious that a single measurement
will not suffice to determine f uniquely. For this reason, one uses many different incident
waves (varying the value of k) and measures the far-field pattern for all of them, which yields
reasonable data for the inverse problem.

Due to the appearance of f as a coefficient in the Helmholtz equation, the acoustic inverse
scattering problem is nonlinear. In several situations it is reasonable to assume that the
scattered wave in a neighborhood of the scatterer is much smaller than the incident wave,
i.e., the term u’ + u® on the right-hand side can be approximated well by u!. Under this
assumption one can use a linearized version of the inverse scattering problem via the equation

Au® + K’ = K2 ful,

which is known as the Born approximation.

A related situation is inverse obstacle scattering, where the scattering appears at an ob-
stacle (represented by a domain D), which is not penetrated by the wave. In this case, the
Helmholtz equation is a model for wave propagation outside D, i.e.,

Au+ k*u =0 in R\ D,

coupled with a boundary condition of the form

@—F)\u:o on 0D.
on

The inverse obstacle scattering problem consists in identifying the shape D, and similary to
the corresponding situation for electrical impedance tomography this can be achieved using
less measurements (i.e., for only few values of k).

15



Chapter 3

Regularization of Linear IllI-Posed
Problems

In this paper we shall derive the basic ideas of (linear) regularization methods for linear ill-
posed problems. We motivate the main ideas for positive definite matrices and then discuss
general regularization techniques for linear operator equations involving compact operators.

3.1 Ill-Conditioned Matrix Equations
We start with a linear matrix equation of the form
Ax =Yy, (3.1)

with A € R™ " being a symmetric positive definite matrix. From the spectral theory of
symmetric matrices it is well-known that there exist eigenvalues 0 < A\; < ... < A, and
corresponding eigenvectors u; € R™ (||u;|| = 1) such that A has a representation of the form

n
A= Z Aiuiu?.
i=1

It is well-known that the condition number (if A\; # 0) of A is given by the quotient of
largest and smallest eigenvalue, i.e., Kk = i—’; For the sake of simplicity and coherence with
the analysis for the inifinite-dimensional case below, we shall assume that the scaling is such
that A\, = 1, then the condition number corresponds to x = )\1_1.

The condition number is a measure for the stable solvability of the problem. Assume that

we have noisy data y° instead of y, which satisfy
Iy’ —yll <6 (3.2)

in the Euclidean norm on R™. Let x° denote the solution with right-hand side y°. Then,
from the spectral representation we obtain

n
X0 —x = Z At (v — ).
i=1
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Hence, we can estimate (using the orthogonality of eigenvectors)
n
I —x[*= > A7l (v = )P < Ay -y
i=1

or, in other words
I’ — x| < Klly’ =yl < s0.

The sharpness of this estimate can be seen immediately for y° —y = du;. One observes
that with increasing condition number of the matrix A, the noise amplification increases in
the worst-case. For large x one therefore speaks of an ill-conditioned problem. Note that a
finite-dimensional linear problem is never ill-posed in the sense that the third condition in
Hadamards definition is violated, but for x large one certainly approximates this case.

We also observe that errors in low frequencies (i.e., corresponding to eigenvectors with
large eigenvalues) are amplified less. In the particular, an error in the lowest frequency,
ie., y’ —y = du, is not amplified at all, we just obtain ||x’ — x|| = § from the spectral
representation. This is a typical effect for inverse problems: Not all possible versions of
noise of the same size are equally bad, high-frequency noise corresponding to low eigenvalues
is always worse then low-frequency noise. However, as discussed earlier, it is usually not
possible to make any assumptions on the noise in practice, so that a regularization method
should be able to deal with arbitrary noise.

So far, we have assumed that the minimal eigenvalue is positive. If this is not the case,
i.e., the matrix has a non-trivial nullspace, one can decompose the vector space as

R" = N (A) + R(A), (3.3)

where R denotes the range and N denotes the nullspace. If \,, denotes the minimal nonzero
eigenvalue, then the solution formula becomes

n
_ —1. T
X = E A wu;y
i=m

and the problem is only solvable if and only if uiTy = 0 for ¢ < m. If the data are noisy
(y‘S) we can use their projection Py® onto the range of A and obtain for the corresponding
solution x° with data Py?® that

n
X0 —x = Z A twu! (Py° —y).
i=m

Since uiTPy‘s = uZ-Ty‘s for ¢ > m we thus can estimate similary as above
6
Ix° — x| < A\pd.

There is no error propagation in the nullspace components and the noise amplification is
actually determined by minimal nonzero eigenvalue.

This property is a typical one for finite-dimensional operators (i.e., matrices), if A is
an operator acting between arbitrary Hilbert spaces X and Y, and A* denotes its adjoint
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operator, then we only the range of the operators A and A* respectively, is not necessarily
closed. The decomposition becomes

X = N(A) +RAY), Y =N(A*)+R(A),

where Z denotes the closure of a subspace Z. In the case of a non-closed range, the projection
operator P onto the range of R is not continuous, which creates the instability of the inverse
problem. Another appearance of this effect is that there will be nonzero eigenvalues of A
arbitrarily close to zero, so that the condition number is really infinite and the problem is
ill-posed.

We now turn our attention to regularization methods. Since we have seen above that
small eigenvalues of A cause most difficulties, it seems natural to approximate A by a family
of matrices, whose smallest eigenvalues are shifted away from zero. A simple candidate is the
matrix

A, = A+l a > 0.

It is easy to see that the eigenvalues of A, are given by \; + « and the eigenvectors are the
same as for A. For x = A~ 'y and x, == A_'y, we thus have

n

_ -1 4 1T - @ T

The approximation error of this regularization can be estimated by
Ea(@) =[x = Xal| < 77— llvl

o) = |lx—x _

a (0% — Al(}\l + Oé) y

and in particular, FE, decays to zero for &« — 0. Besides the approximation error for exact

data y, we can derive error estimates for the regularized solutions with noisy data, i.e., the
for the difference of x, and xg = A;'y’. From the spectral representation we have

n

X0 — X = Z()"‘ +a) tuu? (y0 —y).
i=1

The error can be estimated as

1)
)\14—04.

Ey(a,6) = ||xq — Xall <

Finally, by the triangle inequality, we can estimate the error between the exact solution and
the regularized solution for noisy data as

Ix = x4 || < Ea(a) + Er(a,6) < Iyl +

(6
)\1()\1+a) )\1—1—05.

Note that in practice one does not know the exact data y and hence, ||y|| is unknown, too.
Using the bound for the noise, we can at least estimate ||y| < ||y°| + . Hence,

J

§
(171 +6) + 3=

|Ix — x

5H<L
all — )\1()\1—|—a)
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Note that the two error terms have different behaviour (for fixed 0), the second term is
increasing for @ — 0 and the first term is decreasing. Hence, it seems clear that there exists
a positive o = (9, y‘s) which minimizes the total error. The choice of « in dependence of
the noise level § and the noisy data y? is called parameter choice rule. The rule is a-priori if
a = «ad) and a-posteriori if o = a(8,y?). Note that the a-priori choice will not depend on
the specific data y°, but on the noise level only, i.e., it is fixed a-priori as a function on the
real line. An a-posteriori choice will change the parameter choice for each specific y°. The
parameter choice becomes even more important for really ill-posed problems, i.e., eigenvalues
tending to zero.

We finally mention that all of the above analysis for symmetric positive semidefinite
matrices can be extended to equations with a general matrix A € R™*™ by considering the
associated Gaussian normal equation

ATAx = ATy,

whose system matrix ATA is always symmetric positive semidefinite. We shall follow the
analogous approach also for general linear inverse problems in the next sections.

3.2 Generalized Inverses
In the following we consider general linear operator equations of the form
Az =vy,, (3.4)

where A : X — Y is a bounded linear operator acting between the Hilbert spaces X and Y.
If the range of A is not the full image space (or not even dense), then (3.4) is not solvable
for arbitrary right-hand side y. In this case it seems reasonable to look for x such that Ax
has minimal distance to . On the other hand, if A has a nontrivial nullspace, (3.4) may
have multiple solutions and it seems reasonable to choose the one with minimal norm among
them. This leads to the following definition:

Definition 3.1. An element z € X is called

(i) least-squares solution of (3.4) if

[Az —y|| = nf{ [|Az —y[| | z € X }. (3.5)

(ii) best-approximate solution or minimal-norm solution of (3.4) if

|lz|| = inf{ ||z]| | z is least-squares solution of (3.4) }. (3.6)

In general, a least-squares solution or minimal-norm solution need not exist for arbitrary
1y, since the range of A need not be closed, a fact we have seen in several examples above. It
is easy to see that if a least-squares solution exists, then the minimal-norm solution is unique,
because it is the minimizer of a strictly convex (quadratic) functional on a linear subspace.

For those y, where it exists, the minimal-norm solution can (at least in theory) be com-
puted via the Moore-Penrose generalized inverse, which is defined as follows:
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Definition 3.2. Let A € £(X,Y) and let A : N(A) — R(A) denote its restriction. Then
the Moore-Penrose generalized inverse A' is defined as the unique linear extension of A~! to

D(AT) :=R(A) @ R(A)*
with N(AT) = R(A)*.

Note that the Moore-Penrose inverse A' is well-defined: First of all, due to the restriction
to N(A)L and R(A), the operator A is injective and surjective, and hence, A~! exists. As
a consequence, AT is well-defined on R(A). For arbitrary y € D(AT) we can find unique
y1 € R(A) and y; € R(A)" and from the linearity and N (A") = R(A)* we finally obtain

Aty = Aty 4+ Afyy = A1y,

It can be shown that A is characterized by the ” Moore-Penrose equations”

AATA = A
AtAaAT = At
AtA = 1P

AAT = Qlpany,

where P : X — N(A) and Q : Y — R(A) are the orthogonal projectors onto N'(A) and
m, respectively.

We have announced above that minimal-norm solutions can be computed using the Moore-
Penrose generalized inverse, which we make precise by the following result:

Theorem 3.3. For each y € D(AT), the equation (3.4) has a unique minimal-norm solution
given by
ol = Aly.

The set of all least-squares solutions is given by {z} + N(A).

For non-symmetric matrices, it is well-known from linear algebra, that the Gaussian nor-
mal equation can be considered to obtain least-squares solutions. We now verify that this
assertion is true in the general case:

Theorem 3.4. For given y € D(A"), 2 € X is a least-squares solution of (3.4) if and only if
x satisfies the Gaussian normal equations

A*Ax = A*y. (3.7)

Proof. An element x € X is a least-squares solution if and only if Az is the projection of y
onto R(A), which is equivalent to Az —y € R(A)*. Since R(A)+ = N(A*), this is equivalent
to (3.7). O

Since A'y is the least-squares solution of minimal-norm, we obtain from Theorem 3.4 that
Aly is a solution of (3.7) with minimal norm, i.e.,

Aly = (A*A)T A%y,

This means that in order to approximate Aty we may as well compute an approximation to the
minimal-norm solution in (3.7), a fact we will heavily use in the construction of regularization
methods.
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3.3 Compact Linear Operators

In the following we consider the special case of A being a compact linear operator, compactness
being defined as follows.

Definition 3.5. Let A: X — Y be a continuous linear operator between the Banach spaces
X and Y. Then A is said to be compact if for any bounded set B C X the image A(B) C Y
is pre-compact.

An alternative definition of compactness can be given in terms of sequences. If (z)
is a bounded sequence in X, then compactness of A implies that (Ax,) is contained in a
precompact set and therefore has a convergent subsequence.

As we have seen already in the introductory examples, inverse problems with compact
operators are an important case, actually most inverse problems involve compact operators.
In other words one could argue that compactness of the operator A is a source of ill-posedness
for the equation (3.4), which is confirmed by the following result:

Theorem 3.6. Let A: X — Y be a compact linear operator between the infinite-dimensional
Hilbert spaces X and Y, such that the dimension of R(A) is infinite. Then the problem (3.4)
is ill-posed, i.e., A is discontinuous.

Proof. Since X and R(A) are infinite-dimensional, also N'(A)* is infinite-dimensional (note
that the dimension of R(A) always smaller or equal the dimension of A'(A)*). Hence, we can
find a sequence (x,,) with z,, € N (A)*, ||z,| = 1, and

(Tn, k) =0 for k # n.

Since A is a compact operator, the sequence (y,) := (Az,) is compact and hence for each
0 > 0 we can find k, ¢ such that ||yx — ye|| < J, but

ATy — ATyel|* = o — 2l|* = agl® + l|lzxl® = 2(zx, 20) = 2.
Hence, Af is unbounded. O

As for matrices, one can prove a spectral representation theorem for compact linear self-
adjoint operators in Hilbert spaces. If A is compact, then the spectrum of A is given by
{0} U{\,}22,, where A, are the (at most countably many) nonzero eigenvalues of A. Since
A is self-adjoint, all eigenvalues are real, and hence, with a set of normalized eigenvectors x,,
one has

o)
Ax:Z)\nxn<x,xn> VzeX.
n=1
If A is not self-adjoint we can (as in the case of matrices) pass to the operators B := A*A

and C' := AA*. Both B and C are compact, self-adjoint and even positive semidefinite, so
that both admit a spectral representation with positive real eigenvalues of the form

o
Bx:ZU,%un@c,um VaoelX,

n=1
and -
Czr = Z G20 (1, vp) VyeY.

n=1
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Note that for 52 being an eigenvalue of C' with eigenvector v, we have
G2 A*v, = A*Cv, = A*AA*v, = BA*v,

and hence, 52 is an eigenvalue of B (with eigenvector A*v,). Vice versa, it follows that an

eigenvalue o2 of B is also an eigenvalue of C' (with eigenvector Au,,). Thus, there is a one-to-
one relation between eigenvalues and eigenvectors of B and C, and we can assume without

restriction of generality that
Auy,

[

The above construction of eigensystems for B and C' is the basis of the singular value
decomposition of compact linear operators. We call (o, un,v,) singular system, and using
this system we obtain

Op = On, Up =

o
Az = Zan<x,un>vn, VaoelX, (3.8)
n=1
which is called singular value decomposition of the operator A. For the adjoint operator one
can derive an analogous relation of the form

A¥y = Z on (Y, V) Un, Vyey. (3.9)
n=1

Note that the sums on the right-hand side of (3.8) and (??) converge due to the square
integrability of the coefficients (x,u,) (respectively (y,v,)), the orthogonality of singular
vectors, and the boundedness of the singular values. E.g. for (3.8) the finite sums

N 2 N N
Zan(x,un)vn < 2‘7721<93aun>2 < J% Z<xv“n>2 < U%H$H2
n=1 n=1 n=1

are uniformly bounded with respect to IV, which allows to pass to the limit N — oo.
We can now derive a representation of the generalized inverse AT in terms of the singular
system. Note that AT = (A*A)TA* and hence, for 2T = ATy we have

0o n
Z 0-721<1j7 Un>un = A*Al'T = A*y = Z Un<y7 'Un>un>
n—1 j=1

and hence, by comparison of the respective linearly independent components we obtain

<xT7 un> = 7<y7 vn>un.
n

As a direct consequence we obtain the singular value decomposition of the generalized inverse
At via

o0

1
zf = Afy = Z —(Y, U ). (3.10)
n=1_"
Again we have to check if the sum on the right-hand side of (3.10) converges. Opposed to
the case of A and A* this is not always true for AT and clearly reflects the unboundedness of

the generalized inverse. The convergence criteria for the sum, namely

— (y,vn)?
lAtyl? = Y=g <o (3.11)
n=1 n
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is called Picard criterion. This criterion can be interpreted as a smoothness condition on the
data y, since its coeflicients with respect to the singular vectors v, must decay faster than
the singular values. The unboundedness of the generalized inverse for compact operators can
again be seen from (3.11), since for the normalized sequence v, we have ||ATv,| = é — 00.
One observes again that errors in high frequencies, i.e., in the coefficients (y, v,,) corresponding
to singular vectors with large n (and small o,,) are amplified much stronger than those for
low frequencies (large o).

The way how high frequency errors are amplified depends on the operator A, more precisely
on the decay speed of its singular values. The faster this decay happens, the more severe the
Picard criterion (3.11) becomes. This motivates the following distinction into mildly and
severely ill-posed problems:

o Mildly ill-posed linear inverse problems are problems of the form (3.4) with an operator
A, whose singular values decay at most with polynomial speed, i.e., there exist v, C > 0
and such that o, > Cn™" for all n.

o Severely ill-posed linear inverse problems are problems of the form (3.4) with an operator
A, whose singular values decay faster than with polynomial speed, i.e., for all v,C > 0
one has g, < Cn~7 for n sufficiently large.

Example 3.7. As a simple example for the singular value decomposition, we consider again
numerical differentiation, i.e., the operator A : L2(]0,1]) — L?([0,1]) is given by

(Ax)(t) ::/0 x(s) ds.

From the theory of integral operators it follows that A is compact, since its integral kernel is
square-integrable (cf. [9]). For y € L?([0,1]) we have

(Az,y) = // ) ds di = // ) dt 2(s) ds = (z, Ay)

and therefore, the adjoint is given by

1
(A*y)(t) ::/t x(s) ds.

Now assume that A # 0 is an eigenvalue of A*A with eigenvector u. Then,

/ / ) dr ds = (A*Au)(t) = Mu(t).

In particular, we have u(1) = 0 and u has a derivative given by

Now we can conclude «/(0) = 0 and



With o = v/ it thus follows that
u(t) = ¢y sinot + co cos at,

with constants c1,ca. The only nontrivial (normalized) solutions satisfying the boundary
conditions u(1) = 0 and «/(0) = 0 are

2 t
U (t) = V2 cos —.

on = (2n — )7’ On

Hence, the singular values of the operator A decay like n~! and the problem is mildly ill-posed.
For the eigensystem of AA* we obtain

/Ot/:v(T) dr ds = (A* Av)(t) = M),

and thus, v satisfies
1
V' (t) = —Xv(t), v(0) =0,v'(1) =0

and we obtain the singular vectors
ot
on(t) = V2sin —.
On

The Picard criterion in this case becomes

= (20 —1)%x2 [ 1 t o\
Z @Gn-1)r </ y(t) sin — dt) < 00,
n=1 2 0 On

which is just the condition for the differentiability of the Fourier series by differentiating its
components.

3.4 Regularization Methods

In this section, we shall introduce the notion of regularization in a rigorous way and discuss
some basic properties. In general, we shall describe a linear regularization method by a
family of continuous linear operators R, : Y — X, for a € I C (0, ), where the index set I
includes at least one sequence «,, — 0. Of course, the regularization operator should converge
to the generalized inverse in some sense as @ — 0. This means that, as @« — 0, we need the
convergence Ryy — Aty for y € D(AT). If y € Y\ D(AT), we have to expect that || Ryy|| — oo
due to the unboundedness of the generalized inverse.
When dealing with noisy data 3° satisfying

ly = °ll <6, (3.12)

one has to choose the regularization parameter « in dependence of the noise level § and,
possibly, in dependence of the noisy data y®. We shall call the specific strategy of choosing o =
(0, y°) parameter choice rule. Clearly, for y € D(A') we would like to obtain Ra(&ya)y‘s — Aly
as 0 — 0. This desired convergence property leads to the following definition:
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Definition 3.8. A family {R,}.cs of continuous linear operators is called regularization
(or regularization operator) for Af, if for all y € D(AT) there exists a parameter choice rule
a:RT xY — I such that

limiu%{HRa(a,ys)y‘s — Ayl |y’ €Y, ly—¢’ <6} =0 (3.13)
and
imsup(a(6,) | o € Y;lly ~ o] < 6} =0 (3.14)

For a specific y € D(AT), the pair (Rq, ) is called (convergent) regularization method of (3.4)
if (3.13) and (3.14) hold.

As announced before, we will distinguish the parameter choice via the dependence on the
noisy data y°, the rule a = a(4,y°) is called

e a-priori if a does not depend on y°. We shall write o = (8) in this case.
e a-posteriori otherwise.

In practice, there might be a temptation to choose a in dependence of the known noisy
data y°, but independent of the noise level . The following result due to Bakushinskii [2]
shows that such an approach cannot result in a convergent regularization method for an ill-
posed problems, or, in other words, such a strategy can only work for well-posed problems,
which could also be solved without regularization:

Theorem 3.9. Let A: X — Y be a bounded linear operator and let { Ry} be a regularization
for AY, such that the regularization method converges for every y € D(AY) and such that
the parameter choice a depends on y° only (and not on §). Then Al can be extended to a
continuous operator from X to Y.

Proof. For a = a(y?), (3.13) implies

limEulg{IIRQ(yé)y‘S —Aly| [y eV ly—¢’ <6} =0

and in particular R,y = Aty for all y € D(A). For any sequence {y,} C D(AT) converging
to y, we obtain
ATyTL - Ra(yn)yn - Ra(y)y = AT:’J:

and hence, AT is continuous on D(AT). Since D(AT) is dense, there exists a unique continuous
extension of AT to Y. O

This result rules out error-free parameter choices o = «(¢d) as convergent regularization
methods. Of course, it does not mean that such strategies (which are actually used as heuristic
approaches in practice) do not behave well for finite §, but at least it indicates that the results
have to be considered with care in such cases.

Once we have clarified the concepts of regularization methods and parameter choice rules,
the obvious questions how to construct such regularizations and how to perform parameter
choice, arises. This questions will be considered in the next section, but before we derive
some basic properties to be satisfied by regularization methods.
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Proposition 3.10. Let A : X — Y be a continuous linear operator and Ry : Y — X be a
family of continuous operators, a € Ry. Then, the family {Ra.} is a reqularization of A if

Ro — AV pointwise on D(AT)  as o — 0.

In particular, in this case there exists an a-priori parameter choice rule o such that (Rq, o)
is a convergent regularization method for (3.4).

Proof. Let y € D(AT) be arbitrary, but fixed. Due to the pointwise convergence, we can find
a monotone function o : R™ — R, such that for every ¢ > 0

€
| Boy = ATyll < 5.
The operator R, ) is continuous for fixed € and hence, there exists p(€) € I such that

€ .
||RU(€)Z - RO’(E)yH < 5 if HZ - y” < p(E)

Without restriction of generality, we can assume that p is monotone increasing, continuous,
and lim._.q p(¢) = 0. Hence, there exists a well-defined inverse function p~! on the range of
p with the same properties. Now we extend p~! to a continuous, strictly monotone function
on RT and define the parameter choice rule as

a:RT - RT, 5 a(p~(0)).
By our construction, we have for 6 := p(e) that
IRy’ — ATyl < |Ras)y° — Rayyll + | Rayy — Alyl <,

if |y — 49| < 4, because we have a(d) = o(¢). Hence, (Ry,a) is a convergent regularization
method for (3.4). O

We now know that any family of continuous operators that converges pointwise to the
generalized inverse defines a regularization method. Vice versa, we can conclude from (3.14)
that

' — At ]
%l_I)nO Ra(&,y5)y = Aly, Vye D(A )7

and thus, if « is continuous in §, this implies
lim R,y = Afy,
o—0

i.e., a convergent regularization method with continuous parameter choice rule implies point-
wise convergence of the regularization operators.

Now we turn our attention to the behaviour of the regularization operators on Y\ D(A').
Since the generalized inverse is not defined on this set, we cannot expected that R, remains
bounded on this set as &« — 0. This is indeed confirmed by the next result:

Proposition 3.11. Let A : X — Y be a continuous linear operator and Ry : Y — X be a
family of continuous linear reqularization operators. Then, T = Ray converges to Aly as
a — 0 fory € D(AY). Moreover, if

sup |[AR, | < oo, (3.15)
a>0

then ||zq| — oo fory ¢ D(AT).
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Proof. The convergence of z,, for y € D(A") has been verified above. Now, let y ¢ D(A') and
assume there exists a sequence a,, — 0 such that ||z, || is uniformly bounded. Then there
exists a weakly convergent subsequence (again denoted by z,, ) with some limit z € X, and
since continuous linear operators are weakly continuous, too, we have Az,, — Az. On the
other hand, since AR,, are uniformly bounded operators, we conclude Az, = AR,y — Qy.
Hence, Az = Qy and consequently y € D(AT), a contradiction. O

We finally consider the properties of a-priori parameter choice rules:

Proposition 3.12. Let A : X — Y be a continuous linear operator and R, @'Y — X be
a family of continuous linear reqularization operators, with a-priori parameter choice rule
a = «a(d). Then, (Ry, ) is a convergent reqularization method if and only if

lima(6) =0, lim 3| Rygp)l =0. (3.16)

holds.
Proof. If (3.16) hold, then for all y° € Y with ||y — ¢°|| < 6,

IN

| Rasyy® — ATyl |Zags) — ATyl + [Za(s) — Ra@y’

|za(s) — ATyl + 61| Rags) -

IN

Because of (3.16) and since regularization operators converge pointwise, the right-hand side
tends to zero as § — 0, i.e., (Ry, @) is a convergent regularization method.

Assume vice versa that (R,, «) is a convergent regularization method. Assume that there
exists a sequence d,, — 0 such that 6,||Rys,)l| > C > 0 for some constant C. Then we can
find a sequence z, with ||z,|| = 1 such that d,[|Ras,)2nll > €. Then, for any y € D(A") and
Yn =Y + Opzn we obtain ||y — y,|| < Iy, but

(Ra(dn)yn - ATy) = (Ra(5n)y - ATy) + 6nRa(6n)Zn

does not converge, since the second term is unbounded. Hence, for d,, sufficiently small, (3.14)
is not satisfied. O

3.5 Construction of Regularization Methods

Now we turn our attention to the construction of regularization methods for linear ill-posed
problems. We have seen above that the first two points defining a well-posed problem, can
always be enforced by considering the generalized inverse Af. A violation of the third point,
i.e. instability, arises if the spectrum of the operator A is not bounded away from zero. Thus,
it seems natural to construct regularizing approximations via modifying the smallest singular
values.

With the singular value decomposition of the generalized inverse, we can easily realize
such a modification of small singular values and construct regularization operators of the
form

Roy =) ga(ow)(y,vn)un,  y €Y, (3.17)

n=1
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with some function g, : Ry — R such that g, (o) — % for o > 0 as & — 0. Such an operator
R, is a regularization operator if

Jal0) < Cy < o0, VoeR;. (3.18)
If (3.18) is satisfied, we can estimate
HRasz = Z(ga(an))2|<yavn>‘2 < Cg Z ‘(yavn>|2 < ng”?/HQai-@-a
n=1 n=1

C,, is a bound for the norm of R,.

From the pointwise convergence of g, we immediately conclude the pointwise convergence
of R, to AT. Moreover, condition (3.16) on the choice of the regularization parameter can be
replaced by

lim 6C,(3) = 0. (3.19)

since |Rqy| < Co. Hence, if (3.19) is satisfied, we know that (R,,«) with R, defined by
(3.17) is a convergent regularization method.
In order to make this construction more concrete, we consider some particular examples.

Example 3.13 (Truncated Singular Value Decomposition). The main idea of trun-
cated singular value decomposition is to ignore all singular values below a certain threshold
value, which we can identify with the regularization parameter «. Thus, the function g, is
given by

Lifo>a
galo) 1= { 0 ifo<a (3.20)

We obviously obtain C,, = é and hence, truncated singular value decomposition is a conver-
gent regularization method if % — 0.
The representation of the regularized solution is given by

1
To = Ray = Z ;(y,vmun, yey, (3'21)
n

op>a

which explains the name truncated singular value decomposition, since all terms in the sum
corresponding to small singular values are truncated. Note that since 0 is the only accumula-
tion point of the singular values of a compact operator, the sum in (3.21) is always finite for
a > 0. In particular, only a finite number of singular values and singular vectors has to be
computed in order to realize this method. On the other hand, for o being small, the number
of singular values that need to be computed can increase strongly.

Example 3.14 (Lavrentiev Regularization). The main idea of Lavrentiev Regularization

is to shift all singular values by «, i.e., g4(0) = (ﬂ%a and
=~ 1
To = Ry = ;:1 p— a(y,vn>un, yeyY. (3.22)

In this case, the sum is really infinite and the full singular system is needed in order to
compute the solution. However, if A is a positive semidefinite operator (and thus A\, = oy,
Up = Up), One obtains

[e.9] 1 [e.o]
(A+al)z, = Z p— a(xa,un>un = Z(y, Up ) Up = Y.
n=1 " n=1



Hence, the regularized solution can also be obtained in this case without any knowledge of
the singular system as the solution of the linear equation

(A+al)zy =y.

Since ﬁ < é, we again obtain C, = é and the condition to obtain a convergent
regularization method is again g — 0.

Example 3.15 (Tikhonov Regularization). For Tikhonov Regularization, the function

9o 18 given by go(0) = 5’ and the regularized solution is
= o
‘= Roy = Z ) , €Y. 3.23
Ta ol ; UTQL Ta <y Un>un Yy ( )
We can estimate 02 + a > 20+/a and hence, g,(0) < C, = ﬁ Thus, the condition for a
é

convergent regularization method in this case becomes N 0.

As in the case of Lavrentiev regularization, the we can compute z, defined by (3.23)
without knowledge of the singular system, but now for arbitrary linear operators A. It is easy
to see that

(A*A+al)zq = Ay

and hence, we can solve a well-posed linear system to obtain z,. From this representation
one also observes that Tikhonov regularization is just Lavrentiev regularization applied to the
Gaussian normal equation. We will discuss Tikhonov regularization and related approaches
in detail in the next chapter.

Example 3.16 (Asymptotic Regularization). Asymptotic regularization is usually con-
structed from the solution u of the initial value problem

u'(t) = —A"(Au(t) —y) teRy

u(0) = 0,

as Ty = u(é) By representing u in terms of the singular vectors u,, as

u(t) = Z Y (8)Un
n=1

with v,(0) = 0, we obtain from the singular value decomposition

Tn(t) = —onn(t) + 0 (vn, y).

This ordinary differential equation can be solved analytically as

nt) = (1~ exp(~021)) ~(vn, ).

n
Hence, the regularized solution is given by

o0

o2 1
Ta=» (1- eXp(—;));@,vmun, yev. (3.24)
n=1 n

and go(0) = (1 — exp(=%2)) -

g
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When we consider the error of the regularization in the case of noisy data y°, we have
(with the notation x% := R,y°)

ot — 2 = (27 — zo) + (za — 295).

The first term (zf — z,) is the approximation error of the regularization method, which is
independent of the noise. The second term (z, — 23, corresponds to the propagation of data
noise in the regularized case. Through the triangle inequality we can estimate

0 )
" — 20| < lla" — 2ol + [lza — 25 (3.25)

Thus, in order to estimate the error between the regularized solution and the exact solution,
we can estimate these two error terms separately. Such an estimation can also yield some
guideline for the parameter choice, namely by choosing a such that the terms on the right-
hand side are balanced.

We start with an estimate of the approximation error, which is independent of the noise
level 6:

Theorem 3.17. Let g, : RT — R be a piecewise continuous function satisfying the assump-
tions above and

sup (0ga(0)) <7

a,o

for some constant v > 0. Moreover, let the reqularization operator be defined by (3.17). Then,
for all y € D(AY),
Ray — Aly as a — 0.

Proof. From the singular value decomposition we have

Ry = Ay =3 (90() = =) ()i = 3 (0080(0) = 1 o't}

n

n=1 n=1

From the assumptions on g, we obtain

|(9nga(on) = 1)zl un)| < (v + 12T,

and hence, we may estimate

limsup [ Ray — Aly|? < limsup 3 (0ngalon) — 17 (@l un)?
(e} o n—= 1

< i (hm (ongalon)) — 1)2 <a:T,un>2.

n=1

From the pointwise convergence og,(0) — 1, we deduce that limg,(0,,94(0,)) —1 = 0 and
hence, ||Ray — Aly|| — 0 as a — 0. O

From the proof we again observe the arbitrarily slow convergence of the regularized solu-
tions. In the particular case z! = u,, we have

lim || Ray — ATyl| = lim |(0nga(0n)) =1/
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The function ¢ — tg, (o) converges pointwise to the function
0 ift>0
9(t) = { 1 ift=0.

Due to the discontinuity at zero, the convergence of tg,(t) — 1 to zero is becoming slower
and slower as t decreases to zero. Since we can always find an arbitrarily small singular
value o, and the minimal norm solution ! = w,, the convergence of regularized solutions is
arbitrarily slow. On the other hand, we observe from the proof that there is a possibly faster
convergence if the components <ZL‘T, u,) decay sufficiently fast compared to the eigenvalues.
E.g., if we know that |(z',u,)| < coly for some constant ¢ > 0 and g > 0, then we have

[e.9] o0

limsup [|Ray — ATy||> < limsupc® Y (0ngalon) —1)% op < Y lim (0, ga(00) — of)
(0% (0%

n=1 n=1

2

Thus, one has to consider the limit of the function ¢ +— [t1T#g,(t) — t#| as t — oo instead,
which is usually much faster. E.g., for truncated singular value decomposition, we obtain

0 ift>a«
14+p _ M — =
7 9a(t) = { thoift < a

If the singular values of the operator decay sufficiently fast (which is the typical case for

ill-posed problems), e.g., > oo | o < oo, we obtain

[ee]
|Ray — Aly|?> < ¢ Z o < ok Zaﬁ,
op<a n=1

and thus, ||Ra.y — Afy| is of order a#/2. Le., we somehow need smoothness of the solution

(in terms of the smoothing properties of the operator) in order to obtain a convergence rate

in terms of c. We shall pursue this idea by considering so-called source conditions below.
Now we consider the propagation of the data error through the regularization:

Theorem 3.18. Let g, and vy be as in Theorem 3.17, and let xo, := Ry, xi .= Roy°®. Then,
|Aza — Axg|| < 79, (3.26)

and
70 — 23| < Cad, (3.27)

hold.

Proof. From the singular value decomposition we can directly estimate

o0
[Aze — A3 < Y ongalon)* [y — v, va)|
n=1

IN

oo
VY Ny =o' v =2 lly =9’ 1* < (16)°,
n=1
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which yields (3.26). In the same way we estimate

||$a—x5||2 < Zga Un |<y_ydavn>|2

Z y =" on)* = Cally — °|I° < (Cad)?,

implying (3.27). O]

Note that (3.27) estimates the norm of R, by C,. It is clear that C,, increases with o — 0
and hence, we need to choose o = a(d, %) such that

Cos5y90 — 0 as 6 — 0, (3.28)

for convergence, which is equivalent to (3.16).
Combining the assertions of Theorem 3.17 and Theorem 3.18, we obtain the following
result for the convergence of the regularized solutions.

Corollary 3.19. Let the assumptions of Theorem 3.17 and Theorem 3.18 hold, as well as
(3.28). Then, Ty 50y — zt as§ — 0.

3.6 Convergence Rates

In the following we investigate the possible convergence rates of regularized solutions to inverse
problems, which can be obtained under additional smoothness assumptions on the minimal
norm solution 2 (and consequently on the exact data y). Classical conditions, so-called
source-conditions are of the form

Jwe Xzl = (A" A w. (3.29)
The power p > 0 of the operator A*A can be defined via spectral theory, i.e.,
o0
(A*A)fw = Z T2 (W, Uy )ty
n=1

This corresponds to our preliminary analysis above, since in this case we have (xT,un> =
J,%“(u;,un}, i.e., the coefficients of ! with respect to the n-th singular vector decay faster
than o2H.

The rate to be obtained depends on the regularization scheme, i.e., on the specific choice

of the function g,. We assume that
t*tga(t) — 1] < wu(a), Vit>0

holds, in the typical case w,(a) = o, as e.g. seen above for truncated singular value decom-
position.
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Under this condition we can modify the estimate in the proof of 3.17 to

| Ray — AT?J||2 < Z (ongalon) — 1)2 (xTa un>2
n=1
= Z (onga(on) — 1)2 ot (w, un)®
n=1
< wu()?[lw]?,
and hence,
lza = 2| < wu(a)w]. (3.30)

Hence, by combining this estimate with (3.27), we obtain

a2 ) — @t < wi(@)lje] + Ca. (3:31)
The minimum on the right-hand side is obtained if « is chosen such that w*&—(:)HwH =0. In
2/(2u+1)
the typical case wy(a) = o and C, = a~'/2 this implies a(J) = <ﬁ) " and finally
yields the estimate
23,5 — at[| < 262/ CHFED || 1/ G, (3.32)

Note that, no matter how large u is, the rate of convergence §2#/(2t+1) ig always of lower
order than the order ¢ in the data noise. It is again a consequence of the ill-posedness of the
problem that the error in the solution cannot be decreased to the same order as the error
in the data, i.e., some information is always lost in the reconstruction. It can be shown (cf.
[10]), that an error of order §2*/(?#*1) is the minimal error that can in general be obtained
under a condition like (3.29), and hence, the regularization schemes are of optimal order in
this case.
We also consider the error in the output in this case, i.e.,

1Azo —yI? < Y 02 (0ngalon) — 1) (zf,up)?
n=1
= 3" (0ngalon) — 1)? 20D (w, uy,)?
n=1

< wuri(a)?fw]?.

s \2/@utl) ) )
—) , we obtain the estimate

Thus, in the above case of w,(«) = o and a(d) = <||w||

[Aza —yl <0

and together with (3.26)
142, =yl < (1 +7)s. (3.33)

Hence, the error in the output is always of the same order as the noise level 4.

We mention that for most standard regularization methods, there exists a pg > 0 such
that wu(a) = cat for p < po and wy(a) = ca® for p > po. This implies that no rate
better than §2#0/(2#0+1) can ever be achieved with such a method. The number g is called

33



qualification of the method, e.g., Tikhonov regularization has qualification pg = 0. We refer
to [10, Chapter 4.2] for a more detailed discussion of saturation.

The observation that the output error is always of the order § motivates a simple, but
widely used a-posteriori stopping rule, the discrepancy principle. One the one hand we have
seen so far that the output error is of order §, and on the other hand it is not necessary to
look for a regularized solution such that

1Az, —4°|| <6,

since also the exact solution z! may have error § in the output. Hence, the discrepancy
principle is defined as the parameter choice

a(9, y‘s) = sup{a >0 | HA:ci — y5H < 7d} (3.34)

with
T > sup 9o (t).
a>0,t€[0,||[||A]
Note that this condition is satisfied in particular for 7 = v + 1. It can be shown that an
a-posteriori choice of the regularization parameter via the discrepancy principle yields indeed
a convergent regularization method of optimal order (cf. [10, Chapter 4.3]). We will meet the
discrepancy principle below in several regularization methods for nonlinear inverse problems.
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Chapter 4

Tikhonov-type Regularization

In this section we investigate Tikhonov regularization and related schemes more closely. In
general, we shall now consider a nonlinear operator equation of the form

F(x) =y, (4.1)

where F' : X — Y is a continuous nonlinear operator. The extension of the regularization
method to the nonlinear case is not obvious, since one can neither carry out a singular
value decomposition nor define an adjoint of a nonlinear operator. The generalization to
the nonlinear case therefore needs a reformulation of Tikhonov regularization, which we shall
discuss in the following.

4.1 Tikhonov Regularization
We start again from the Tikhonov regularization of a linear operator equation, which is
determined by the solution of the equation

(A*A + al)zb = A*°.

It is easy to verify that this linear equation is the first order optimality condition of the
quadratic optimization problem

Jo(z) = ||Az — ¥°|® + a||z||®> — min. (4.2)
rzeX

Note that J, is strictly convex, which follows from
J"(@)(¢, 0) = 2] A¢|? + 2a]lp|* > 0

and hence, afg is the unique global minimizer of the functional J,,.

The characterization of the regularized solution as a minimizer of the functional (4.2)
offers the possibility of an immediate generalization to the nonlinear case, since we can define
a regularized solution via

2} € argmin [HF(.%’) — 01 + allz — 2*|?] . (4.3)
zeX

Here, * € X is a given prior, which might represent a-priori knowledge about the solution.
Note that in the nonlinear case, the value z* = 0 plays no special role, so we can in principle
consider any prior z*. Consequently, we must also adapt our definition of generalization
solution to the nonlinear case:
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Definition 4.1. We shall call T € X least-squares solution of (4.1) if
IF@) ~ yll = inf | F@) |
A least-squares solution z' is called z*-minimum norm solution, if
|z" — 2*|| = inf{ ||z — 2*|| | = is least squares solution of (4.1) }.
For general nonlinear operators, we cannot expect the functional
Ja(z) = | F(z) =’ |* + afle — 2*|? (4.4)

to be convex and hence, minimizers need not be unique. Moreover, there may exist global as
well as local minimizers, but we will only consider global minimizers as regularized solutions.
We start with differentiability properties of the functional J:

Proposition 4.2. If I is Frechet-differentiable, then the functional J, : X — R is is Frechet-
differentiable with derivative

Ja(@) =2(F(z) —y, F'(2)¢) + 20{z — 2", ). (4.5)

Moreover, if F is twice Frechet-differentiable, then the functional J, : X — R is Frechet-
differentiable with second derivative

Ja(@) (1, 02) = 2(F'(x)p1, F'(2)p2) + 2(F (x) — y, F"(2) (01, 2)) + 20{p1,02).  (4.6)

Again, we can use the first-order optimality condition to verify that a regularized solution
satisfies
F'(@)"(F(a) = ¢°) + a(zh —2*) = 0, (4.7)
the nonlinear analogue of the original equation. On the other hand, not every solution of (4.7)
is necessarily a regularized solution, since it could as well be a local minimum, saddle-point,
or even maximum of J,.
So far, we have not yet considered the problem of existence of regularized solutions, which

is not obvious in the nonlinear case. In order to prove existence, we need an additional
condition, namely weak sequential closedness of the operator F:

F(z)=y if F(x,) =y, z, — 2. (4.8)

This assumption is no severe restriction for inverse problems, in particular every compact
nonlinear operator is weakly sequentially closed.

Theorem 4.3. Let F: X — Y be a continuous operator satisfying (4.8). Then, there exists
a minimizer 2%, € X of the functional J,, defined by (4.4).

Proof. We first consider the level sets Ly := { x € X | Jo(x) < M }. Since Jo(z*) =
| F(z*) — y°||*> < oo, the set Ly is nonempty for M sufficiently large. Moreover, z € Ljy
implies ||z — 2*||> < M and, due to the triangle inequality

M
el < flzall +4/ — = R,
«
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i.e., Ly is contained in a ball with radius R. Since balls in X are compact with respect to
the weak topology, the sets L;; are weakly pre-compact.

Since J, is bounded below by zero, its infimum is finite and thus, there exists a minimizing
sequence T,. Since x, € Ljs for n sufficiently large, we can extract a weakly convergent
subsequence (again denoted by x,) with some limit T € X. Moreover, the sequence F(z,,) is
bounded due to

IF(z) = °|I> < M

and hence, there exists a weakly convergent subsequence (again denoted by the subscript n)
F(x,) — z € Y. Because of the weak sequential closedness, we conclude z = F(¥), and thus,

Jo(T) = lim Jy(zp) = xlg'( Jo(z),

n—oo

)

ie. xp,

= T is a minimizer of J,. ]

We now turn our attention to the stability properties of Tikhonov regularization for (4.1).
In the linear case, we have derived a Lipschitz estimate for the regularization operators, which
is not possible in the general nonlinear case. In the nonlinear case, we only obtain a weak
stability in a set-valued sense:

Proposition 4.4. Let F : X — Y be a continuous operator satisfying (4.8). Moreover, let
yn €Y be a sequence such that y, — 3° and let x,, be a corresponding sequence of minimizers
of Jo with y° replaced by y,. Then x, has a weakly convergent subsequence and every weak
accumulation point is a minimizer of J,.

Proof. Due to Theorem 4.3 we can find a sequence of minimizers x,, corresponding to the
data y,. Since

1 1
|l — 23] < S E(@n) — Ynll® + g — 2"|* < SIEE™) - Ynll?

and since y,, converges to y°, x, is contained in a ball with radius independent of n. Due
to weak compactness we can extract a convergent subsequence. Now let x be a weak ac-
cumulation point of z,, without restriction of generality we assume that z, — x. Since
|F(xn) — ynll < ||F(x*) — yn|| we also conclude boundedness of F(x,) and consequently
existence of a weak subsequence with limit 2z, and the weak sequential closedness implies
z = F(z). Finally, from the weak lower semicontinuity of the square of the norm in Hilbert
spaces we conclude

Ja(z) = |F(2) =3’ |* + oz — 2| < liminf | F(zn) = yal? + allzn — 2|
< liminf | F(23) = ya® + al|zg — 2|
= ||F(z2) = ysll* + allzd, —2*|* = Ja ().

)

¢, is a minimizer of J,, x must be a minimizer, too. O

Since x

Proposition 4.4 ensures that Tikhonov regularization has indeed a regularizing effect, i.e.,
the approximate problems are well-posed for a > 0. The obvious next question is convergence
of the regularization method with suitable choice of « in dependence on §. Similar to stability,
this convergence appears in a set-valued sense:
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Theorem 4.5. Let y € Y such that there exists a x*-minimum norm solution z¥ € X with
F(z') =y. Let y® be noisy data satisfying (3.12) and let 22, be a reqularized solution satisfying
(4.3). If a = a(8,y°) is chosen such that

52

a—0, — =0 as § — 0, (4.9)

@
then there exists a strongly convergent subsequence a:ggl (with 6, — 0) and the limit of each
convergent subsequence is a x*-minimum norm solution of (4.1).

Proof. Since z? is a minimizer of .J,, we conclude
52 1 5y 012 10 sz Ly 6
lza —2*I7 < —llF(za) = ¢°II° + llza — 27| = = Jal2a)

1 1
< —Jo(@) = = | F () = 0| + |t — 2¥)?
< ~Ja(@) = IF@T) = g7 + et — 27|

52 T * 12
< — 4zt =25
@

Since % — 0, it is bounded in particular, and hence, ||z° — 2*| is uniformly bounded with

respect to d, which allows to extract a weakly convergent subsequence. For :):gj; being a weakly
convergent subsequence with limit z, the above estimate yields

52
|z — x*||2 < lim sup Hxi’; — :E*H2 < limsup =& + HZL‘T — :1:*||2 = ||:L‘T — ar:*||2
n n Qn

and
|F(z — sz < limsup ||F(a:g’;) — y5"||2 < lirnsup(ég + aonT — q:*HZ) =0.
n n

Hence, T satisfies F'(Z) = y and, by the definition of the minimum norm solution
|Z — 2*|| < ||l2T — 2*|| = inf{ ||z — 2¥|| | 2 is least squares solution of (4.1) },

which implies that Z is a minimum norm solution of (4.1).
It remains to verify strong convergence of xi’; . For this sake we expand

e, — 2> = oz, — 2*|* + |7 — 2*|) - 2(aly, —*, 7 — 7).
Due to the weak convergence we know that
—2(xi"n — 2" T —z*) — 2|7 — 2|2
Moreover, we have concluded above that
lim sup Hxi’; — 2t < ||z — =¥,
n
and thus,

limsup g, — 7| < |7 - 2*|* + |7 - 2*|* - 2l|7 — «*|* = 0,
n

which implies the strong convergence. O
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Note that the convergence proof applies only to situations where the data y are attainable,
ie., F(z') = y. If |F(2") — y|| > 0 a slightly different proof under changed conditions on the
parameter choice has to be carried out, we refer to [4] for further details.

We finally consider convergence rates in the nonlinear setting. For the sake of simplicity
we restrict our attention to the case corresponding to u = % for the linear problem. In this

1/2

case, the source condition z = (A*A)/2w is equivalent to zf = A*p for

[e.9]
p= Z(w, Up)vy, €Y.

n=1

The condition ' = A*p is easier to interpret from an optimization point of view. A mininum
norm solution z' is determined as a minimizer of the constrained problem

1
§Ha:||2 — géi)r(l, subject to Ax =y,
and it is natural to consider the associated Lagrangian
L2
L(z;p) = 5llzl” — (Az, y).

It is easy to see that for (x7,p) being a stationary point of the Lagrangian, ' is a solution
of the above constrained problem, i.e., a minimum norm solution. In the case of an ill-
posed operator equation, the converse does not hold, since the constraint operator A* is not
surjective. Hence, the existence of a Lagrange multiplier is an additional smoothness condition
on the exact solution z'. Since we always have a%L(aﬁ;p) = Azt —y = 0, it is clear that a
stationary point p exists if and only if

0

= —L
0 ox

(¢f;p) =2 — A"p,
i.e., if and only if the source condition is satisfied.

Again, the optimization viewpoint allows an immediate generalization to the nonlinear
case, where the Lagrangian is given by

L(w:p) = 5l — 2" = (F(z) - y,).

Thus, the source condition becomes

0
0= a—xL(mT;p) =zl — 2" — F'(a")*p,
i.e.,
IpeY: ol —az*=F'(al)"p. (4.10)

In order to prove a convergence rate we also assume that F’ is Lipschitz continuous with
module L and that the smallness condition

Lip| <1 (4.11)

holds.
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Theorem 4.6. In addition to the assumptions of Theorem 4.5 assume that (4.10) and (4.11)
hold. Moreover, if o (9, ya) ~ ¢, there exists 0y > 0, such that for all d < §y the estimate

20 — 2t < eve (4.12)
holds for some constant ¢ > 0.

0

¢, minimizes J, we obtain

Proof. Since x
1F @) = ' II° + allag, — 27|* < 6° + alla’ —2*|?
and after a simple calculation, this inequality can be rewritten as
1F (@) = 9°II° + allag, — 2> < 6 + 2a (2’ —a* 2" —a7). (4.13)
Now we insert the source condition (4.10) into the last term on the right-hand side to obtain
—2a(zt — 2%, 2T — 22) = 2a(p, F'(21) (2% — z)).
From a Taylor-expansion we obtain that
F'(ah)(x), —at)) = F(a3) — F(aT) + 72,
and due to the Lipschitz continuity of F’ we have
31 < Sl — a2
Hence, we may estimate
2a|(p, F' (1) (25, — 2"))|| < 2alp[[|F () — F(a")| + aLp|| |2, — zT|]*.
Combining this estimate with (4.13) we deduce
1F (a0) =) I +e(1=Llp|) |z —a|* < 6*+2allpll| F(22) —yll < 6*+2a|pll(| F (z3)—y"[+5),

or, rewritten

1 5y 6 5 62
~(I1F @) =y = ellpl)® + (1 = Lilpl)ll=z, a||? < — +alpl® + 24]lp]-
If ¢10 < o < 29, we obtain (using nonnegativity of the first term on the left-hand side)
5 tz - O 2
(1= LlpDlie =27 < =+ eodllpll” + 20lp],

and hence, (4.12) holds with

. \/1+clc2||p||2+2c1||pu

ci(1 = Lijpl])
O]
We finally mention that a general source condition can be generalized to
IpeY: af —az* = (F'(a)*F'(zh))"p, (4.14)

and analogous convergence rate results to the linear case can be shown for p > %
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4.2 Construction of Tikhonov-type Regularization Methods

The idea of Tikhonov regularization can easily be generalized with respect to the choice of a
regularization functional. With a nonnegative functional Jr : X — R one could consider a
“Tikhonov-type” regularization via

2b, € argmin || F(x) — || + aJR(a;)} . (4.15)

Such a method is a regularization if the regularization functional Jg has a suitable properties.
In particular, if Jr is weakly lower semicontinuous in some topology 7, i.e.,

Jr(z) <liminf Jg(x,) YV 1, =7 T,

and if the sub level sets of Jr are precompact in the topology 7, the results on existence,
stability, and convergence for Tikhonov regularization can be carried over to (4.15) with minor
modifications of the proofs, when convergence is considered with respect to the topology 7.
Since the topology 7 need not correspond to the strong or weak topology in a Hilbert space,
one can carry out regularization via (4.15) also if X is a metric space. We shall meet this
situation for two Banach spaces in the Sections below and for a metric space of shapes in the
last chapter.

From this generalization one observes that the main regularizing effect of Tikhonov regu-
larization comes from the fact that the sub level sets of the functional

Ja(x) = | F(z) = y°|I” + aJR(x)

are precompact in the topology 7, i.e., the regularization acts by compactification. In the case
of a Hilbert space, the natural choice for the topology 7 is the weak topology, the fact that
one finally even obtains strong convergence is a particularity. In a similar setup for Banach
spaces one cannot expect strong convergence, as we shall see for total variation regularization
below.

4.3 Maximum-Entropy Regularization

Maximum entropy regularization is a method of particular interest for the reconstruction of
probability density functions, i.e., functions in the space

PDF(Q):={zxc LY(Q) | 2 > o,/ x(t) dt = 1}.
Q

The (negative) entropy borrowed from physics and information theory is defined as the func-
tional
E(x) := / x(t)log z(t) dt, Vo € L'(Q),z > O,/ x(t) dt = 1. (4.16)
Q Q
For a continuous operator F : L'()) — Y with Y being some Hilbert space, we can consider
the regularized problem

1F() ~ylP + aB() = _min . (4.17)
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The convergence analysis of maximum entropy regularization (cf. [8, 11]) can be related
to the one for Tihonov regularization in Hilbert space with a simple trick: one can find a
monotone function ¢ : RT™ — R such that

E(x) = /Qx(t) log z(t) dt = /Ql/)(I(t))2 dx.
Hence, with the operator
U IAQ) - LNQ), 2ol (2),

can be rewritten as
F(U(z)) — 2+a/zt2dt—> min .
IF¥() =yl + o [ =0 dt— min
With suitable assumptions on the solution and the admissible set, one can verify that the
new nonlinear operator F' o ® : L?(Q) — Y satisfies all needed properties for Tikhonov
regularization and thus, the convergence (rate) analysis can be carried over, we refer to [11]
for further details.
If a prior z* € PDF(?) is available, then one often uses the relative entropy (or Kullback-
Leibler divergence)

E*(z) := /Qx(t) log ;*(Zt)) dt, Vo e LYQ),z > 0,/Qw(t) dt =1, (4.18)

the convergence analysis in this case is similar.

4.4 Total Variation Regularization

Total variation regularization is an approach originally introduced for image restoration (cf.
[21]) with the aim of preserving edges in the image, i.e., discontinuities in the solution. For-
mally the total variation functional can be defined as

lulzy :/ Vul dt,  ueCHQ).
Q
A more rigorous definition is based on the dual form

lu|7y :=  sup / u div g dt. (4.19)
geCie () /Q

The general definition of the space of functions of bounded variation BV () is
BV(Q):={uec L' Q)] |ulry < oo }.
With this definition, the space BV (£2) includes also discontinuous functions. Consider e.g.

Q=[-1,1] and, for R < 1,
1 if jz| <R
Ry _ <
u(z) _{ 0 else.

Then,
R dg
/ u div g dt :/ — dt = g(R) — g(—R).
0 _Rdt

42



For ||g]|lcc < 1, we have g(R)—g(—R) < 2 and it is easy to construct a function g € C§°([—1,1])
such that g(R) =1,¢9(—R) = —1 and ||g|lcc < 1. Hence,

lulry == sup  [g(R) — g(=R)] = 2.
9€C5° ([=1,1])
In general, for a function w being equal to 1 in D CC € and u = 0 else, the total variation
|u|7y equals the surface area (or curve length) of 9D.

Total variation regularization is defined via the minimization problem

F(u) —y|* + alu —  min .

190 =9l + alulry = min
The convergence analysis (cf. [1]) is based on the compact embedding BV () — LP(Q),
where p > 1 depends on the spatial dimension d. One can use this property to deduce that
sub level sets of the regularized functional are compact in the strong topology of LP(Q2), and if
F' is weakly sequentially closed in this topology, one can carry out an analogous convergence
proof as for Tikhonov regularization.

In order to obtain further insight, we consider the formal optimality condition in the
case F' = Id : BV(Q2) — L?(f), i.e., the classical case of denoising considered in [21]. By
differentiating formally, we have

\Y
u—y‘szadiv ( u)

[Vl
Yu
[Vul
vature of the level sets {u = o}, 0 € R. Hence, the optimality condition is a condition on the
smoothness of the level sets only, there is no condition on the size of |Vul.

Again by formal arguments, we can derive a dual problem for total variation minimization.
Consider again the denoising case F' = Id : BV (2) — L?(Q2), then the minimization problem
to solve is

inf {/ (w—5°)? dt + a|u]TV} = inf sup {/ (w—5°)? dt + Za/ udivg dt.]
L ¢ v g Q Q

If u is a continuously differentiable function, the term div ( ) is equal to the mean cur-

Under the assumption that we can exchange the inf and sup (in a suitable function space

setting), we obtain
sup inf [/ (u—y°)? dt + Qa/ udiv g dt}
g * LJ/a Q

The minimization over u is a strictly convex problem and its unique minimizer can be com-
puted from the first-order optimality conditon as

U= y5 —adiv g.
Hence, after eliminating v we end up with the maximization problem

sup [aQ /( div g)? dt + Qa/ (10 — a div g) div g dt
g Q Q

Since we can add constant terms without changing the maximizer, the problem is equivalent
to

—/(a div g —4°)? do — max .
Q lgloo<1
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Now let p := ag, then we end up with (using the fact that maximization of a functional is
equivalent to minimization of the negative functional)

/( div p — y°)? dt — min . (4.20)

Q [Ploc <o

The minimization problem (4.20) is the dual problem of the total variation regularization, if

we have computed a solution p, then the primal solution can be computed as v = y° — div p.
Motivated from the dual problem we can also consider the dual space of BV, namely

BV*:={qg= divp|pe L>®(Q)}
with the dual norm

gl Bv+ = inf{||p|loc | ¢ = div p}.

Note that (4.20) has the structure of a projection, namely it projects 4° to the ball of radius
« in the dual space BV*.

The dual problem also allows further insight into the so-called stair-casing phenomenon,
i.e., the fact that the total variation regularization favours piecewise constant regularized
solutions. Consider for simplicity the one-dimensional case and let % = y%. Then, with
q =p — f, the dual problem can be rewritten as

do\ 2
/ (;Z) dt — min subject to —a < g+ f < +a. (4.21)
Q

Consider formally the associated Lagrangian

L(g; A, ) = /Q

for positive functions A and p. Then the optimality condition becomes

2
(%) +Xa+ 1) —nla+ J +a)| a

d2q
2% N =0
az TATH

and moreover, the constraints
A>0, p>0, —a<qg+f<a
and the complementarity conditions
Mg+ f—a)=0, ulg+f+a)=0
hold. Thus, we have three cases:
1. q(t) + f(t) = a, which implies that u(t) = 0 and 2% = \(t) > 0.
2. q(t) + f(t) = —«, which implies that A(¢) = 0 and 2% = —u(t) <0.

3. q(t) + f(t) ¢ {a, —a}, which implies A(t) = u(t) = 0, and hence, %(t) =0.
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Note that the third case shows that ¢ is linear in regions where ¢ + f ¢ {a, —a} and hence,
U = —% is constant.

If 4° is a piecewise constant function, then f is piecewise linear and thus, the cases 1. and
2. imply that ¢ = +a — f is piecewise linear in the respective subregions, and thus, u = —=
is piecewise constant. This means that, together with case 3., u must (locally) either be
piecewise constant or exactly equal to the image f. If f is very noise (ans includes fine scale
oscillations), then it is very unlikely that u follows f, since the total variation of the noise is
usually high. Hence, one has to expect a piecewise constant solution, which is confirmed by

various numerical results. Consider for example the special case

y‘;(m):{ 1 if jz| <R

0 else.

with 0 < @ < R < 1. By a simple integration we obtain the anti-derivative

—R ifx<-—-R
flx)=< = if —R<z<R
R ifz>R

Thus, the dual problem becomes

2
/(dq) dt — min
o \ dt

subject to
—a<g—R<a ifz<-R
—a<qgt+zrz<a if —R<z<R.
—a<qg+R<a ifzx>R
Now let
R—a ifz<-R
g(x) = %x if —~-R<z<R ,
a—R ifz>R

(8 -2

Moreover, for arbitrary ¢ satisfying the constraints we obtain

R
<R—a>—<a—R>Sq<—R>—q<R>=—/Rj§ i

Hence, from the Cauchy-Schwarz inequality we deduce

L3 o 8 0 ([ (8) o) 207

This shows that g is a minimizer of the dual problem and consequently, the regularized solution
is given by

da 0 fz<-—-R
u(l‘):—ﬁz -2 if —~R<z<R
0 fz>R
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Thus, the regularized solution is discontinuous and even has the same discontinuity set as
the data, but shrinks the height (in a monotone way with «). It is easy to see by analogous
reasoning that for R < «, the regularized solution is u = 0, i.e., @ marks a critical size
below which features in the solution will be eliminated. Such small features are usually due
to noise, so the regularization eliminates really parts that one would consider to be noise,
while it maintains important discontinuities. A nice detailed discussion of the properties of
solutions in total variation regularization can be found in the book by Meyer [19].
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Chapter 5

Iterative Regularization

In the following we discuss the basic principles of iterative regularization. We shall carry
out a detailed analysis for the possibly simplest method, namely Landweber iteration, which
allows to present the main ideas and properties avoiding technical details. We will then
discuss some speficic properties of more advanced iteration methods like conjugate gradients
and Newton-type methods.

5.1 Landweber Iteration

We start again from the linear operator equation (3.4), respectively from the associated
Gaussian normal equation, which can be rewritten equivalently as

x=x—TAY(Az — ¥)
for any 7 € R. This form motivates a simple fixed-point iteration, namely
bt =gk — T AT Ak —y) = (I — TA*A)zk + 1A%y, (5.1)

which is called Landweber iteration. In the linear case, the standard choice of the initial value
is 29 = 0.

Note that the Landweber iteration is equivalently a gradient method for the least-squares
problem

1

—||Az — y||* — min

Az — | — mip,
and from well-known results on gradient methods one can conclude that the least-squares
functional is decreasing during the iteration if 7 is sufficiently small.

Exact Data

We can again employ the singular value decomposition to obtain an equivalent form of (5.1)

as
00 00

S @ s = 3 (1= 702, ) + 700 (), v,

n=1 n=1

Due to linear independence, this yields the recursion

(@ un) = (1= 7o7)(2", un) + Ton(y, vn)
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for the n-th coefficient. This recursion can be solved to obtain

(17(177'0 )k 1)

k

JUp) = Top(y,vn) g 1 — 7027 = 5 Ton (Y, Un)
- To2

j:

(a*

= (1—(1—7’0 )= 1) i(,yavn)'

n

If |1 — 702| < 1, then (1 — 702)¥~! — 0 and hence,

(2 tn) = —(y,0n) = (&1, un).

n

Hence, we need that 0 < 702 < 2 for all n in order obtain convergence of the coefficients
in the singular value expansion. Since oy = max, o, = ||A||, this means we have to choose
0<7 < A

Note that under this condition on 7 we can also guarantee the decay of the least-squares
functional, since

JAC — g2 = (A — g2 4 P2 AAT (Ask — )2 - 20(AcF — y, AA* (AF — y))
|Az* — y|? + (744" (A" — y)|2 - A% (4z* — y)|?)
Az — I+l A*(Ack — )| (T AJP ~ 1) < [|A* — ).

—_——

<0

IN

If we interpret « := % as the regularization parameter, then we have

9al0) = (1= (1= 70?1/ D) %
Clearly, for 702 < 1, go(0) converges to o as o = % — 0, and hence, from the results of Chap-
ter 3 we conclude that zF — 2t as k — co. We have also seen that the speed of convergence
is arbitrarily slow unless the exact data satisfy additional smoothness assumptions.

In order to obtain a speed of convergence, we assume that the solution satisfies the source
condition zT = A*p for p € Y. In this case we have

<a:k - xT,un) =(1-r70o )k 1<xT Up) = on(l =70 )k 1<p,vn>.

The positive function 7(o) := o(1 — 702)*~! has a unique maximum in the interval (0, y/2)
at ¢ = ———— with and hence,
T(2k—1)
@ — 2t u,)] < r@)llpl < ——melpl
T(2k — 1)

This implies that the error decays as

lz* — ™|l = O(

).

Sl-
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Noisy Data

In the case of noisy data, we can of course carry out the same iteration procedure, in order
to clarify the dependence of the iterates upon the noise we shall write a:’g in the following

oyt = af — AT (Axl — o) = (I - TA* Az + TAYY. (5.2)

Since one only has to apply the continuous operators A and A*, this method is well-defined
and one could in principle iterate until & — co. However, we have interpreted o = % as the
regularization parameter, and since « should be positive (i.e., k finite) in the case of noisy
data, one should terminate the iteration procedure by a stopping rule involving the noise and
noise level. This means we only carry out (5.2) as long as k < k.(8,°). The regularized
solution is then just x4*.

Once again, we use the singular value decomposition to write the error as

) 1 1
(wh—atu) = (1= Q=702 ) =0 0n) = —(y.va)
On On
) 1 41
= (1= (= o2y 1) (= o) + (1= 702)F (g, v).
Onp On

The second term in the sum decays exponentially to zero as kK — oo, we have

a1 -
(1= 7o)y on) = (1= 7o7)* o, vn).
n

For k > 1, the absolute value of the first term can be estimated by

k—2

1) 1 .
(1= (1= 702" ) 1" — vl = o > (1= 702V (" — y, )| < ok,

Now we can take a closer look at the error between the exact and regularized solutions, whose
components in the singular value decomposition can be estimated using the above arguments
as

(@O — 2t un)| < 7onkad + (1 — T02)E 2t

If, as § — 0, we choose the stopping index such that k.(§) — oo and k.(0)0 — 0, then
all components converge to zero and hence, xlg*(é)
convergent regularization method.

For iterative methods such as the Landweber iteration it is easy to use a-posteriori stopping

rules such as the discrepancy principle,

— 2z, ie., the Landweber iteration is a

k(0,y") = inf{k € N | [ Az} — o] < 0o},

with n > %IIAH' Roughly speaking, this means that we stop the iteration the first time
the error reaches the same size as the noise level. Thus, in order to implement this stopping
rule one just has to monitor the residual Aaji — ¢° (which is computed anyway during the
Landweber iteration) and compare its norm with the noise level. In order to understand how
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the discrepancy principle works, we again look at the error during the iteration
x5+t — 2 = faf — 2|2 T2l A*(Azf — y°)|* = 27(af — af, A" (Axf — o))

T A (Axg — o )|? - 27(Azj —y, Aa§ —y°)

< P AllATE - |12 - 2l Axk - ) - 274" — y, Aak — )
< —rllask - ) (2 - Tl Ak - 5P| - 25)

.
< —ollAck = o) (142§~ o) - no)

Note that as long as k < k. one can guarantee that the right-hand side is negative and hence,
5™t — 2| < |z —2T)1?,

i.e. the error is decreased at least until the stopping index is reached. This is another good
motivation for the use of the discrepancy principle as a stopping criterion for the Landweber
iteration. Ome can indeed show (cf. [10]) that the discrepancy principle is a convergent
regularization method. In the case of z! satisfying the source condition zf = A*p for p € Y,
one can even show

|l — 2| = O(V0),

an analogous result as for the continuous regularization methods.

Nonlinear Problems

We now discuss the generalization of the Landweber iteration for nonlinear problems of the
form (4.1). The key observation is that the Landweber iteration in the nonlinear case is just
a gradient descent method for the associated least-squares functional || Az — y||?. Hence, we
consider the least-squares functional

T@) = | F@) |
for the nonlinear problem. Its derivative is given by
J'(z) = F'(x)"(F(x) - y)
and hence, the Landweber iteration in the nonlinear case can be obtained as
oyt = af — TF (xf)" (F () — y). (5.3)

In the nonlinear case the choice of the initial value is of particular importance, z° plays the
same role as the prior z* in Tikhonov regularization and can (in the case of multiple solutions)
also determine the particular solution to which the algorithm converges.

A detailed convergence analysis of the nonlinear Landweber iteration can be found in [10],
here we shall take closer look on the behaviour of the error. Similar to the linear case we have

e e TH2

= 2| F(a§)* (F(a§) —y")I° = 2r(af —of, F'(af)* (F(af) — "))
T2 F (@§)|* (F(« ) y*)? —2r(F(zf) —y, F(x§) —y°)
+27(F(25) + F'(25) (2§ — «¥) = F(a"), F(a}) —3°)

IN
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Note that the first two terms are analogous to those appearing in the linear case, while the
additional third term reflects the nonlinearity of the problem. Note that F(z})+ F'(x%)(xk —
J,‘T) - F (ZL‘T) is a Taylor-expansion of first order, and therefore, one can expect an estimate
(locally around the solution) of the form

1F(25) + F'(25) (x5 — 2") = Fah)] < efjaf — ||,

As we have seen several times before, the error [|z% — 27||? can be much larger than || F(z%) —
F(2)|| and consequently such an estimate cannot help to obtain the decrease of the error
from the above estimate. For the convergence analysis it turns out that a condition of the

form
1P (2§) + F'(2§) (a5 — 2) — F(ah)|| < c|| F(af) — F(ah)]] (5.4)

with ¢ < % is sufficient, at least locally around the solution. Condition 5.4 restricts the nonlin-
earity of the operator F', it is called tangential cone condition. Such a nonlinearity condition
somehow replaces the continuous invertibility of F'(z"), which is a fundamental ingredient in
the convergence analysis of iterative methods in the case of well-posed problems. Conditions
on the nonlinearity are not just artificial inventions, it can be shown that a slightly weaker
condition than (5.4) is actually necessary for the convergence of the Landweber iteration (cf.
22]).

5.2 Conjugate Gradient Methods

The conjugate gradient method is probably the most popular iteration scheme for linear
equations involving symmetric positive definite linear operators. Therefore it seems tempting
to consider the conjugate gradient method as an iterative regularization method. Without
assuming that A is symmetric and positive definite, one can apply the conjugate gradient
method only to the normal equation (CGNE)

A*Ax = A*y. (5.5)

The most important property of conjugate gradient methods is that the residual is min-
imized in a Krylov subspace (shifted by z° in the case of non-homogeneous initial values),
ie.

| Az* — || = min{|[Az — || | = —2° € Ky(A"(y — Aa®), A" A)},

with '
Kip(z,B):={ Bz2|j=0,1,2,...,k }.

Note that the minimization of | Az* —y|| is an ill-posed problem in general, but it is regularized
by a restriction to the compact finite-dimensional subspace Ky (A*(y — Az?), A*A).
The full algorithm reads as follows:

o Initialize 20, d° =y — A20, p! = s% = A*d".
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e For k=1,2,... and while s*~! # 0 compute

of = [IsP 1216t

Jik — xk*l +Otkpk,

dk — dk*l . aqu”

sf = Ak

gE = MR/,
pk+1 _ $k+,3kpk

From the iteration procedure one observes that the conjugate gradient method is a nonlin-
ear iteration scheme, which is the most fundamental difference to all regularization methods
considered above. This means that the conjugate gradient method (even for linear ill-posed
problems) is a nonlinear regularization method. The convergence analysis can therefore not
be based on general results obtain for linear regularization methods as above, but has to
be carried out by other means. Fortunately, the nonlinearity is not too strong to destroy
the possibility of using the singular value decomposition for most parts of the analysis (cf.
[10, 13]).

5.3 Newton-type Methods

The basic idea of the Newton method for a nonlinear equation like (4.1) is a local linearization.
One step of the Newton method would involve the solution of the linear equation

F'(a")(z" —a®) = ~(F(a") —y). (5.6)

Since F'(z*) is not a regular linear operator in the case of an ill-posed problem, the equation
for the update in the Newton method is a linear ill-posed problem itself and consequently
zF+1 might not be well-defined.

A common approach to the construction of Newton-type methods for nonlinear ill-posed
problems is to regularize (5.6) using a regularization method for linear ill-posed problems. For
example we can apply linear Tikhonov-regularization (interpreting Pt —2F as the unknown),
which yields

(F' (a%)* F/(a%) + ap 1) (05 — o) = —F'(a¥)* (P(*) — p), (5.7)

the so-called Levenberg-Marquardt method. As an alternative one can also apply Tikhonov-
regularization with a different prior, the most common form is to use the initial value z° as
a prior throughout the whole iteration, which yields

(F' (@) F' (") + ar) (@ = a¥) = —F'(@*)"(F(a") = y) + ap(a® = 2¥),  (5.8)

called iteratively regularized Gauss-Newton method. The additional term on the right-hand
side improves the stability of the method in some cases.

Note that in both methods «; is not the regularization parameter of the iterative method,
which is again the stopping index. The parameters «j can be chosen to decay to zero as
k — oo in order to avoid overdamping of the Newton-type method. In the case of the
iteratively regularized Gauss-Newton method, a — 0 is even necessary for the convergence
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of the method, since for a; — as > 0 one would approximate the solution of a Tikhonov-
regularized problem instead of the solution of (4.1).

The convergence analysis of Newton-type method is rather involved and shall therefore
be omitted here, we only mention that similar (sometimes weaker) nonlinearity conditions as
for the nonlinear Landweber iteration are used.

We finally mention that any suitable linear regularization method can be applied to the
Newton step, in particular also linear iterative methods such as Landweber iteration or con-
jugate gradient methods, leading to methods called Newton-Landweber or Newton-CG. The
above decay of «j to zero corresponds to an increase of the inner iteration number in such
cases.

5.4 Iterative Methods as Time-Discrete Flows

We finally discuss an interpretation of iterative regularization methods as time discretizations
of a gradient flow. We start again from the Landweber iteration, which can be rewritten as

T = PN (R - ).
If we interpret 7 as a step size parameters and z¥ = x(k7) as time steps of some flow, the
Landweber iteration corresponds to an explicit time discretization (forward Euler) of the flow

W 1) = —F'(a(0)* (Fla(t) ~ v), (5.9)

i.e., asymptotical regularization.
From this correspondance to the flow (5.9) it seems natural to try other time discretiza-
tions. The implicit time discretization (backward Euler) yields the nonlinear equation

L - FE(RE) - ),

which is the optimality condition of the optimization problem

1F(@) — I + |+ — 2 — mip,
T reX
well-known from Tikhonov regularization. The corresponding iterative procedure is therefore
called iterated Tikhonov regularization. If we perform a semi-implicit time discretization, i.e.,
approximating F”(x)* explicitely and F'(x) by a first-order Taylor expansion around the last
time step z* we end up with the Levenberg-Marquardt method. The iteratively regularized
Gauss-Newton method corresponds to a non-consistent semi-implicit time discretization.
From this motivation it is not surprising that general Runge-Kutta methods (even non-
consistent ones) applied to the flow (5.9) yield convergent iterative regularization methods,
as recently shown by Rieder [20].
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Chapter 6

Discretization

In the following we turn our attention to the discretization of inverse problems. The mo-
tivation for considering discretization can be twofold. First of all one has to discretize the
problem in any case in order to perform a computational scheme. On the other hand, the
discretization acts as a regularization itself. We have already seen an example of regulariza-
tion by discretization in Chapter 3, namely the truncated singular value decomposition. In
this case the discretization is caused by the fact that we only use the singular values larger
than some threshold, which is always a finite number for an ill-posed problem. Here we focus
on a discussion of regularization by projection and then discuss some aspects related to the
numerical solution of regularized problems.

6.1 Regularization by Projection

We start by considering a simple least-squares approximation strategy for the linear problem
(3.4), by choosing a sequence of finite dimensional subspaces X; C Xy C ... C X, whose
union is dense is X. Now we consider the problem of computing a least-squares solution
of minimal norm in the finite-dimensional space Xj. Such a solution z; is in particular a
solution of
2 .
|4z — y||” — min . (6.1)

Thus, for all h € X} we have
0 < [ A(zg + ) — yl|* — | Azy, — y||* = [|AR|* + 2(Ah, Az, — y).

Since h is arbitrary (and in particular its norm can be arbitrarily small), this identity can be

satisfied only if
(h, A*(Azp —y)) = (Ah, Az, —y) =0

for all h € Xp. With the projection operator P : X — X} we can rewrite the identity as
P A*(Azy, — y) = PR A" (APgxy, —y) = AL(Agx, —y) =0,

where Ay := AP.. We look for the discrete least-squares solution of minimal norm, and it is
easy (by arguments similar to those of Section 3) to show that that xj = ALy. Note that the
range of the operator Ay is equal to the finite-dimensional space A(X}) and hence R(Ay) is
closed, which implies the existence of a continuous inverse. For general choices of subspaces
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X, this simple least-squares projection is not a convergent regularization method, since the
norm of xj can increase with k (i.e., ||zk|| is not uniformly bounded, cf. [10] ). In general, it
seems favourable to choose ”smooth” basis functions in Xk, e.g., such that X C R(A*), we
refer to [10] for a detailed discussion.

So far we have discussed a projection method in the space X, but there is no reason
why one should not investigate projection in the image space Y. For this sake we choose a
sequence of finite-dimensional subspaces Y7 C Yo C ... C Y, whose union is dense is Y. The
so-called dual projection method seeks a minimum-norm solution zp € X of

(Azk, —y,2) =0 vV z €Y, (6.2)
or equivalently, with the projector Qi : Y — Y%,

QrAzy = Qpy. (6.3)
The convergence analysis in the case of exact data is provided by the following result:

Theorem 6.1. Let y € D(A"), then there exists a unique solution xj of minimal norm of the
equation (6.2). Moreover, xj := Pt where Py is the orthogonal projector onto the subspace
Xy, :=T"Y),. Consequently, if |, Y =Y, then z), — 2t as k — oo.

Proof. Let xj := Ppaf, then (zp — 2f, A*z) = 0 for all z € Y; due to the properties of
orthogonal projections. Because of

<$k - :L'Ta A*Z> = <Al’k - A$T7 Z) = <Axk - Y Z>7
xy is a solution of (6.2). Let x € X be any other solution of (6.2), then
0=(Az —y,2) = (APyx — y,2) + (x — Prx, A*2)

for all y € Y. Since x — P is orthogonal to X, the second term vanishes, and hence Pyx
is also a solution of (6.2) and ||Pyz|| < ||z||. Thus, we may assume that z € X}. Then

0= (A —y,2) — (Awg — y,2) = (x — a4, A™2)

for all z € Y. Hence, x—x) € X} is orthogonal to X, which implies z = xj, and consequently
xy, 1s the solution of minimal norm. ]

We now turn our attention to the convergence analysis in the case of noisy data. So far, we
have not introduced an explicit regularization parameter for regularization by discretization,
it is hidden in the dimension of the subspace Xi. The actual regularization parameter is pg,
the smallest singular value of the operator Ay := QrA. If the subspaces are chosen such that
Y, € N(A)*, then we always have py, > 0. This allows to perform the following stability
analysis:

Theorem 6.2. Let y € D(A") and let y° be perturbed data satisfying ||y —y°|| < 6. Moreover,
let 73 denote the minimum norm solution of (6.2). If l% —0asd—0andk — oo (u — 0),

then xi — .
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Proof. As usual we use the triangle inequality to obtain
2, — 2| < [|l2f — @yl + | Prat — ).

Theorem 6.1 guarantees the convergence of the second term | P.z! — 27| to zero. The first
term can be estimated via

Iy’ =yl 0o
Iz — ol = I 4{@s(v” — vl < I4LIIQu" — w)ll < = =

and thus, it also converges to zero if j—k — 0. O

The optimal choice of the subspaces Y} is given as the span of the singular vectors
{v1,...,ux}, in this case we obtain the truncated singular value decomposition. Finally,
we mention that the method of least-squares collocation for integral equations is a prominent
example of the dual projection method.

6.2 Discretization of Regularized Problems

If one wants to solve inverse problems numerically, one always has to perform some discretiza-
tion. The discretization can be a regularization itself, as considered in the previous section,
or one can also consider a discretization of previously regularized problems. Here we consider
the discretization of a problem with Tikhonov-regularization as an example.

The standard Galerkin approximation of Tikhonov-regularization consists in minimizing

1Az — °|* + al|z[* — min
zeX}

for a finite-dimensional subspace X C X. As usual for Galerkin approximations, the regu-
larized solution xiyk € X} is characterized by the variational equations

(Adh, —y, A2) +alal 2) =0 VzeXy

or, equivalently, as
20 = (Ap Ay + o) T Afy’,

where Ay := APy, P, being the projector onto Xj.

The convergence of :vgk could be carried out in two steps: First of all, convergence of
k — oo would yield convergence of x‘; i to :cg due to the well-posedness of the regularized
problem. As a second step one can then use the previous results on the convergence as
«a,d — 0. In practice, one is rather choosing « and k simultaneously, so that one is interested
in conditions on « and k in dependence on §. A general statement is that the discretization
size k should not converge to infinity too slow compared to the convergence of a to zero,
since otherwise the regularizing effect by projection dominates the Tikhonov regularization
and the Galerkin approximation is not a regularization in general. We refer to [12] for a
detailed discussion. Similary, one could use a dual projection method (as discussed in the
previous section) for the regularized problem and analogous reasoning is possible (cf. [10] for
a detailed discussion).

o6



6.3 Numerical Solution of Discretized Problems

After discretizing the problem (either directly or after regularization), we end up with a
system of the form
Kz=b, K eR"™™ beR"” (6.4)

to be solved for a coefficient vector z € R™. For standard discretizations the matrix K is a
discretization of an operator like A*A or A*A 4+ af and therefore one may assume that K is
symmetric and positive definite. The scaling can be chosen such that the largest eigenvalue
of K is related to the norm of A, i.e., of order one, and the smallest eigenvalue is related to
the regularization parameter « (penalty parameter for Tikhonov regularization, truncation
level for TSVD, ...). Thus, the condition number of K is proportional to é and since we
are interested in situations o — 0 (as 6 — 0), this condition number will be rather high in
general.

Due to the ill-conditioning of the problem, standard Gauss elimination or factorization
should not be the method of choice for the solution of (6.4). For problems of moderate size
a possibility for a robust direct solution is a generalized Cholesky factorization in the form

K =LDL"T,

where L is a lower triangular matrix with diagonal entries L;; = 1 and D is a diagonal matrix.
In the generalized Cholesky factorization, the ill-conditioning only affects the matrix D, which
can be inverted reasonably due to its diagonal structure.

For problems of large scale, a direct solution of (6.4) is not possible due to restrictions
of memory and computation time. The alternative is an iterative solution, usually with the
conjugate gradient method being the method of choice. Clearly, the high condition number
and complicated eigenvalue pattern of the matrix K will cause an undesirably high number
of CG iterations, and therefore one should find an appropriate preconditioner B and apply
the CG method to

B 'Kz =B""'b.

As usual, the preconditioner should satisfy two main properties: B! should be easy to
evaluate and B should approximate K. On the other hand, if B approximates K too well,
then it will be ill-conditioned itself. Therefore it seems unlikely to find B such that all
eigenvalues of B~'K cluster around 1, one expects at least two clusters, one around one and
the other around the value of the regularization parameter.

Consider for example the case of Tikhonov regularization for a severly ill-posed problem.
Under appropriate approximation we may expect that also the eigenvalues of the discretization
of A* A decay to zero exponentially and therefore only few of them will be large compared to
the regularization parameter «. Since K corresponds to the discretization of A*A + ol one
may therefore expect an eigenvalue cluster at a and some larger eigenvalues. A simple idea
for constructing a preconditioner is to act only on the large eigenvalues: Let (\;,u;) be the
eigensystem of K and let m << n be the maximal index such that )\; is significantly larger
than . Then we could choose

B = zm: )\juju;‘-F + Z ujuf
=1

ji>m
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Note that 2j<m uju]T is just the projector on the subspace orthogonal to the span of {u1, ..., um,}
and we need not know the u; to construct it. Since the spectral decomposition of K is

m
T T
K = Z )\jujuj + Z /\jujuj
7j=1 j>m
we obtain
m
-1 T T
BT K = Zujuj + Z Ajuju;
7j=1 j>m
i.e., the preconditioned matrix has m eigenvalues equal to one and n—m eigenvalues clustering
at a. Once we have computed the eigenvalues and eigenvectors up to j = m, the evaluation
of B~!is cheap. The main computational effort is the construction of the first m eigenvalues
and eigenvectors, but the exponential decay helps in this respect, since it ensures that m is
very large. In this sense the preconditioning of severely ill-posed problems is even easier than
the preconditioning of mildly ill-posed problems. Appropriate preconditioning techniques are

often very problem-specific and are still subject of intense research, examples can be found
in [5, 15, 16].
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Chapter 7

Parameter Identification

In the following we discuss parameter identification problems in further detail, in particular
their numerical solution. In the introductory examples of parameter identification we have
observed a particular property of such problems, namely two types of unknowns, the param-
eter a and the state u. Parameter and state are linked via an equation, which we formally
write as

e(u;a) =0, e: X xQ— Z, (7.1)

for Hilbert spaces X, @, and Z. The equation (7.1), which usually represents a system of
partial differential equations, is called state equation. The solution of the state equation for
given a can be interpreted as the direct problem. In typical examples it is reasonable to
assume that e is continuously Frechet differentiable and %(u; a) : X — Z is a continuous
linear operator with continuous inverse. Hence, by the implicit function theorem we can
conclude that (7.1) has a unique solution u = u(a). It is therefore possible to introduce a
well-defined operator
¢:Q — X, a — u(a) solving (7.1).

® is called parameter-to-solution map. The data are related to the state in most examples
via a linear observation operator B : X — Y | such that y = Bu. The observation operator
could either be the identity (distributed measurement), a restriction operator to part of
the domain (partial distributed measurements), a trace operator to boundary values of the
solution (boundary measurements), or a trace operator to final values of a solution in a
time-dependent problem. By employing the parameter-to-solution map, we can also define a
nonlinear operator F' := Bo ® : () — Y and formulate the parameter-identification problem
in a standard way as the nonlinear operator equation

F(a) =y. (7.2)

If the operator F' is injective, then the parameter a is identifiable. In the case of noisy
data, one has several possibilities of a least-squares formulation for the problem. The most
frequently used one is the output least-squares formulation

F(a) — %) i 7.3
1#(a) = y*[|” — min (7.3)

This formulation is equivalent to the constrained problem
|Bu—4°|> - min subject to e(u;a) = 0. (7.4)

(u;a)EX XQ
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If we interpret the parameter identification problem as the coupled system
Bu =y, e(u;a) =0 (7.5)
instead, we could also consider the total least-squares formulation

|Bu —y°||* + [le(u; ) ||* — oD - (7.6)

The nonlinear operator used in the total least-squares approach is defined on the product
space as F':= (B,e): X x Q — Y x Z and it corresponds to the equation

F(u,a) = (Bu,e(u; a)) = (y°,0). (7.7)

7.1 Derivatives and the Adjoint Method

For typical numerical solution methods one always needs to compute derivatives of the non-
linear operator F' or F' and the associated least-squares functionals, respectively. Using the
chain rule and the linearity of the observation operator we obtain that

F'(a) = Bo¥/(a),

and since e(®(a);a) = 0 we have

0 0
S ((a);a)®'(a) + - ((a)ia) = O,
i.e., since we have assumed that gTi is regular,
Oe _10e

/ —_ . .
@'(a) = —S-(@(a);0) S5 (@(w);a).
Altogether, the derivative of the operator F' is given by

Oe

F'(a) = —Bo—(®(a);a) ' o 5a

5 (®(a); a).

Hence, in order to evaluate the directional derivative F’(a)h, we have to solve the linearized
problem

Oe , Oe

o (®(a); @)[®'(@)h] + 5 (D(a); a)h = O, (73)
and then apply the observation operator to the solution. Note that the linearized problem
(7.8) is a system of (linear) differential equations. Consider for example X = H(Q), Z =

H~1(Q) and

e(u;a) :== — div (aVu) — f, B =1d: H}(Q) — L*(Q), (7.9)
then the derivatives are given by
Oe ) Oe .
%(u, a)v = — div (aVv), %(u, a)v = — div (hVu).

Hence, the linearized problem is the solution of the linear partial differential equation

—div (aVv) = div (hVu),
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and its solution equals ®'(a)h = v. Thus, in order to compute a directional derivative, one has
to solve a linear partial differential equation. In order to compute the full Frechet derivative
F’(a) one has to solve an equation for each h. With the formula for F’(a) it is easy to compute
the derivative of the output least-squares functional

Jo(a) := ||[F(a) - ¢°|I?, (7.10)
as
Joa)h = 2(F(a) = y°, F'(a)h) = 2(F"(a)"(F(a) = y°), h)
= 2 (@(a); )" (9 (B(a);a)") B (F(a) o), B
Hence,
Oe * de *\—1
Tola)h = ~2 0% (@(a);a)* (5 (@(a);)*) " B (Fla) — o).
Using this formula involving the adjoints of the derivatives of e, we can directly compute the
gradient of the functional Jo as J,(a) = —2%(@((1);(1)*10, where w is the solution of the
adjoint equation
Oe . .
O @(a)a)*w = B (F(a) o), (7.11)
In example (7.9) we can compute the adjoint via
0
<—e(u; a)v,w) = —/ div (aVv) w dz = / aVv - Vuw dx
ou Q Q

0
= —/ div (aVw) v dz = (v, —e(u; a)*w).
0 ou
Thus, the adjoint equation is the linear partial differential equation
— div (aVw) = u —¢°. (7.12)

For complicated parameter identification problems, the direct computation of the adjoint
is rather involved. An attractive alternative is a computation via the derivatives of the
Lagrangian

L(u, a,w) := [|Bu — g ||* + (e(u; a), w). (7.13)

It is easy to see that

oL _ * ) % *

%(u,a,w) = 2B*"(Bu-—1y°) + 8u(u’ a)*w

oL Oe N

%(U,G,UJ) - %(U, a) w

oL

8—w(u, a,w) = e(u;a).

Thus, for given a € @, the solution u € X of g—i(u,a, w) = 0 equals ®(a). Let, for given u
and a, w be the solution of g—ﬁ(u, a,w) = 0, then

oL Oe .
%(u,a,w) = %(é(a);a) w
= 20 @(a)a) (5 (B(a);a)) B (BE(a) — o)

— F(a)(F(a) = ).
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Hence, we can compute the derivative of the least-squares functional directly from the La-

grangian by subsequently solving the equations g—i =0, g—ﬁ = 0 and evaluating g—g.

In an analogous way we can compute derivatives of the operator F as

oF de
677:&(“7a) (37%(7147&))»
oF de

%(U; a) = (0, %(U; a)).
The derivative of the total least-squares functional
Jr(u,a) = | F(u,a) = (4°,0)[1* = || Bu = 4[> + [[e(u; a)||*

is given by
’ 5 86 86
JT(U7 CL)(U, h) = 2<B’U, Bu — Yy > + 2<%(u7 a)v, e(u7 a)> + 2<%(u7 Q)U, e(u; CL)>

The terms involved in the computation of the derivative JJ. are again the same as appearing
in the derivative of Jj, .

7.2 Regularization

Under usual assumptions, one has to expect that a parameter identification problem is ill-
posed (and most parameter identification problems are actually ill-posed). Therefore it is a
natural first step to investigate the regularization of parameter identification problems. For
this sake one needs to understand on which variable the regularization should act. From the
viewpoint of (7.2) and (7.3) it seems clear that any regularization method for nonlinear ill-
posed problems can be applied directly, with regularization acting on the only variable a € Q.
For the formulation (7.6) or (7.7) it is not obvious whether one should also incorporate
regularization on u. However, it can be shown that such an additional regularization is not
necessary due to the inherent well-posedness of the problem (respectively equation (7.1)) with
respect to the state u.

Tikhonov Regularization

We start with the investigation of Tikhonov regularization. From (7.3), we arrive at the
regularized problem

1F(a) = ¢°|I* + alla — a*||* — min (7.14)
acqQ
or, equivalently,
|Bu —4°|? + alla — a*||>* = min subject to e(u;a) =0 (7.15)
(u;0)EX XQ

The condition of weak sequential closedness of the operator F' needed for the analysis of

Tikhonov regularization is equivalent to the weak sequential closedness of the parameter-to-

solution map ®, because the continuous linear observation operator will preserve this property.
The Tikhonov regularization of the total least-squares formulation (7.6) is

HBu—y5H2+ lle(u; a)||2+oz\|a—a*H2 —  min . (7.16)
(w;a)EX XQ
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The condition of weak sequential closedness of the operator F := (Bye) : X xQ —-Y xZ
is equivalent to weak sequential closedness of the equation operator e. A possible advantage
of the output least-squares formulation is a natural way of dealing with perturbations in the
equation. If, instead of e(u;a), a perturbation e(u;a) + f° with ||f°| < § is given, we can
analyze convergence in the same way as for standard regularization.

In order to gain some insight into the structure of the regularized problem, we consider
the example (7.9). For simplicity we consider a—a* € H} () (which is indeed a regularization

for d = 1) with the norm
¥y =/ [ 702t
Q

The output least-squares formulation is equivalent to

—y0)2dt + V(a — a*|?dt i
Jalu =) @ Jq|Via—a"fdt = (wa)eHY (@) 1} (5)
subject to —div(aVu) = f in Q.

Every global minimizer of the Tikhonov functional is also a saddle-point of the Lagrangian
Lo(u,a,w) = /(u —y0)2dt + a/ IV (a — a*2dt + / (aVu - Vw — fw)dt, (7.17)
Q Q Q

where we have used Gauss’ Theorem to convert the state equation to its weak form. Thus,
the optimality condition becomes

0= a;a (u,a,w) = —2adiv(V(a—a"))+ Vu- Vuw,
a
0= 8;“ (u,a,w) = —div(aVw) + 2(u —1°),
u
OLa .
0= 9 (u,a,w) = —div(aVu)— f.

Thus, the regularized solution can (at least in principle) be computed as the solution of a
system of partial differential equations.

Total Variation Regularization

In several applications, the unknown parameter can be modeled as a piecewise constant func-
tion, but with unkown function values and unknown discontinuity sets. An example is the
reconstruction of material parameters on domains that consist of a mixture of different mate-
rials (and each material is characterized by a specific scalar value). Under these conditions it
is natural to use total variation regularization for the parameter identification problem, i.e.,
to minimize,
F(a)—¢°|?+aTV(a) —» min . 7.18

IP(@) | (@)~ _min (718)
As we have seen above, the total variation functional favours piecewise constant solutions and
the discontinuity set of the exact parameter is approximated well by the regularized solution.
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Iterative Regularization by the Landweber Method

The simplest iterative regularization method, namely Landweber iteration, is given in the
abstract setting as
a"tt = a" — 7R F(aF)* (F(a*) — o).

In terms of the funcional Jp and the associated Lagrangian we can rewrite the iteration as

for a suitable damping parameter 7% > 0, where u* = ®(a¥) is determined as the solution of

gﬁ(uk, a®, wk) = e(u®; a*)
w
and subsequently w* as the solution of

Hence, the computation of one iteration step of the Landweber iteration consists of three

parts: First of all, given a* the state equation is solved to compute u*, then the adjoint

equation is solved to compute w* and finally, %(uk ,af wh) = %(uk ,aF)*wk is evaluated to

determine the update in the iteration procedure. We again take a closer look at the iteration
procedure for (7.9). The Lagrangian is given by

L(u,a,w) :/Q(u—y‘s)th—i—/Q(aVu-Vv—vf) dx

and hence, in order to compute the update we have to solve the partial differential equations

oL . &

0 = Z-(ua"wh) = - div(a"Vub) - f
0 = ‘;ﬁ(uk,ak,wk) = — div(d"Vub) + 2(uF — o).

The update formula has to be carried out in the Hilbert space H} (1), i.e., in weak form we
have

k
_
(M —af 0) = = Jo(a")p, Ve Hy(Q).

If we choose the same scalar product as above, then
(aF T —aF @) == / V(" — aF) - Vdt = —/ div V(aF — a*)dt
Q Q
Hence, the update involves the solution of another partial differential equation of the form
— div V(a*! — ak) = —7FViF - vk

Note that once the gradient is known, it is also easy to use a quasi-Newton approach such
as BFGS with little extra effort in order to obtain faster convergence.
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7.2.1 Iterative Regularization by the Levenberg-Marquardt Method

The last regularization approach we discuss is the Levenberg-Marquardt method, where the
iterates are computed from

(F/(ak)*F/(ak) + ak[)(ak+l . ak) — _F/(ak)*(F(ak) _ y6),
which is equivalent to the minimization problem

TH(a) = ||F(a*) = y° + F'(a")(a — ak)|* + a*|la — a*|* — min

This minimization is equivalent to

|Buf —4° + Bv|? + o®|la — a*||*> min
(u,0)EX XQ

subject to @(uk, ak)v + %(uk, ak)(a — ak) =0,

ou da
where u* = ®(a*) The optimality condition for this constrained problem are given by the
System
ko k+1 k e b kve k
0 = 22" —a®) + —(u",a")w
da
0
0 = 2B*(Bu* —y° + Buk) + a—e( B aFy* ok
a
0 0
0 — aiz(ukjak)vk 4 i(uk’ak)(ak+l — ")

to be solved for a**t! € Q, v¥ € X, wF € Z. Hence, the realization of the Levenberg-
Marquardt method enforces the solution of a linear system of differential equations, which is
close to the linearization of the optimality conditions for Tikhonov regularization.

7.3 Large Scale Problems

We finally discuss the solution of large scale problems such as the examples of electrical
impedance tomography and inverse scattering discussed before. In theory, one assumes to
measure the full Dirichlet-to-Neumann map or the full far-field pattern, but in practice one
clearly can measure only a finite number of evaluations of the maps. KE.g., in impedance
tomography, it is reasonable to measure Aq(f;) for j = 1,..., N, and N being a very large
number. This means we have to solve N state equations

div(aVu') =0

with boundary values u/ = fj - The general form corresponding to such a case is a state

u = (u',...,u) with state equation
e(u;a) = (e1(u';a), ..., en(u;a)) =0 (7.19)
and observation operator
Bu = (Byu',..., Byu). (7.20)
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The derivative of the associated output least-squares functional in this case can be computed
again by the adjoint method, but since u’ only appears in the j-th equation we obtain a very
peculiar structure. It is easy to see that

N
F'(a)"(F( =>

J=1

)
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where the adjoint state is the solution of

oe; Oe;
ou

and the state is just determined from e;(u’;a) = 0.

The special structure of the derivative can be used to compute gradients with reasonable
memory consumption. Note that if NV is large and the discretization is reasonably fine, the
degrees of freedom for the state variables u/ and the adjoint states w’ may produce a very
high number of unknowns to be saved.Therefore, it seems advantageous not to compute and
store all of them at the same time, but to compute them in a sequential way (or separately
distributed on several processors). Such a computation is easy from the above form of the
gradient, we start with gg := 0 and then use the recursion

(w;a)*w! + B} (Bju! —y?) = 0.

de; , ; )
g] :g]—l—i_aiaj(uj?a)*’w]v j:177N

with states u/ and adjoint states w’ as above. In this way we only need the memory for u!
and w!, which can later be used for v/ and w’ subsequently.
With this way of computing the gradient it is straight-forward to realize the Landweber

iteration, with the setting a®° = a* we compute

) - e .. . ‘
A A A N O F L W j=1,...,N
Oa
to obtain the new iterate a**! = ¢ . Here u*7 and w*7 are the solutions of
kj. kY _ 05 ki vk, ki * k,j 5\ _
ej(u™;a") =0, %(u 5a%) w™ + B (Bju™ —yj) = 0.

+1

Instead of the additive splitting in the computation of the update a**! one could also use a

multiplicative splitting, i.e.,

. . ae . .
abd = ghi=t i (u?; aF Iy | j=1,...,N
" 0a
now with «®7 and w*7 being the solutions of
6€j

e(uf; a®i=1) = 0, (uF; ab I =1y whkd 4 B;(Bjuk’j - y}s) =0.

ou
This approach is called Landweber-Kaczmarz method (cf. [18]), for some practical problems
one observes even better convergence properties for this method than for the simple Landwe-
ber iteration. We mention that the relation between Landweber and Landweber-Kaczmarz
is of the same type as between Jacobi and Gauss-Seidel iteration for linear systems. The
Kaczmarz-type approach also offers the possibility to perform Newton-type methods with
reasonable memory consumption, for example one can perform a Levenberg-Marquardt type
approach by freezing u*™ for m # j and coupling the iterations in a cyclic way (cf. [6]).
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Chapter 8

Shape Reconstruction Problems

In this section we shall deal with the solution of parameter identification problems, where the
unknown variable is a shape or geometry in R%. Shapes can be considered as sets with regular
boundary and therefore we may perform standard set operations like unions or intersections.
However, there is no way to make a class of shapes into a linear space in general, but only
with severe restrictions. An obvious way of solving a problem in a linear space instead of a
problem on a class of shapes is to use parametrization (e.g. as piecewise graphs, by polar
coordinates, or locally around a given shape). Since the parametrization is usually represented
by a function on a fixed set, one can just minimize over all such functions in an appropriate
Hilbert or Banach space. This allows to use standard methods as discussed above, but strongly
limits the class of admissible shapes.

8.1 Shape Sensitivity Analysis

The main idea of shape sensitivity analysis is to consider "natural deformations” of shapes
and inspect the corresponding variations of the objective functional. The general setup in the
following is the minimization of
J(Q) — min,
Qek
where K is a suitable class of compact subsets of R¢, with regular boundary.

There are two different ways of deriving shape sensitivities (both leading to the same
result), namely via "direct deformations” or via the ”"speed method”. We shall follow the
latter, since this approach fits very well to the level set method, which we will discuss below
as a possible solution method for shape optimization problems.

Before considering shapes we illustrate the idea of the speed method when applied to
Gateaux-derivatives in linear spaces. In order to compute the directional derivative of a
functional J : Y — R, we have so far considered the variation between the values of J at
u € U and at its local deformation u + tv. Alternatively, we could define u(t) = @ + tv by

du

— =, 0 = U

=Y u(0) =,

which is an initial value problem for an ordinary differential equation in . Using the chain

rule, we can then compute

d du

() =T (u(t) - = ' (u(t))v.
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In particular,
d S
SIe)]_ = T@p,

i.e., we obtain the directional derivative at w by evaluating the time derivative of J(u(t)) at
time ¢ = 0.
In a similar way, we can define derivatives of shapes. Let V : R? — R be a given velocity

field and define x(t) via
dz

) = V), #(0)=7, (81)
for each 7 € R?. We can then define the shape sensitivity

ar@v) = (gre) |,

where

Q(t) = {=(t) | 2(0) € Q}.
Note that the main difference to derivatives in linear spaces is that the deformation defined
by the ODE (8.1) is nonlinear, since V' depends on x itself.

We start with some examples. Let ¢ : R — R be a continuously differentiable function
and define

J(Q) = /Qg(x) dx.

Then, by change of variables
00) = [ g do
Q(t)
= [ sty @)1 dy

where z,(t) is defined by

dzx
B (1) = V(g 1), wy(0) =y e

and M, = det %—’v;. Hence, the time derivative can be computed as

d . dxy 8MyMy
G700 = [ 70 S dy+ [ o) Ty

For the derivative of the determinant we have

aMy _ 9 ZH— g
o ot | Z H ayzk
(’Ll,...ld)EH(d) k=1
(xy)l
I
(i)€T1(d) ay i i
i )%
- Z kz yz H ayz
(ix)€I1(d) ik Y0
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Oy

For t = 0, we have oy = I, M, =1, and this implies

OM, 0V,

As a consequence, we have

saew)| = [ (vmy)a;;) oo [ (o) aiv vie)| v

= V)V (y) +g(y) div V(y) |dy
I )

= [ div(sts)v )y
— | sVl ds
o)

where n denotes the unit outer normal on 0€2. lL.e., the shape sensitivity is a linear functional
fo V' concentrated on 9. Another key oberservation is that the shape sensitivity J/'(Q)V :=
4 J(Qt))|t=0 depends on V.n|gpn only, while it is completely independent of the values for V
inside €2 and of its tangential component. Consequently, we may directly consider variations
of 092 with a velocity V' = V,,.n, where V,, is a scalar speed function. The shape sensitivity
then becomes

J )V, :/ g.Vy, ds.
onN

The statement that the shape sensitivity is a linear functional of V.n only holds for very
general classes of objective functionals, it is usually known as the "Hadamard-Zolésio Struc-
ture Theorem”. The independence of the shape sensitivity on tangential components is clear
from geometric intuition, since those components correspond to a change of parametrization
only. The independence on values of V' in the interior of {2 seems obvious, too, since they do
not change the domain of integration in the objective functional.

In most typical applications of shape optimization, the objective functional depends on a
state variable u that satisfies a partial differential equation related to 2. This relation can
arise in several ways, e.g.

1. u solves a partial differential equation in a domain Q CC D, and 0f2 is the discontinuity
set for some of the parameters. A simple example is the optimal design of two conductive
materials, where the conductivity a takes two different values, i.e.,

a(z) = ap x €
| a2 z €D\

A typical shape optimization problem consists in the optimization of some functional
J(Q) = J(uq), where uq solves

—div (aVug) = 0.

2. u solves a partial differential equation in 2 and satisfies a boundary condition on 0f).

3. wu solves a partial differential equation on the surface of 0f2.
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The general structure fo such problems is

J(Q) = J(uq, ) — Hgn

subject to
e(uq, ) =0,

where e denotes the partial differential equation. In this case we have to use the chain rule
and an implicit function theorem to compute the shape sensitivity. Let Q(t) be as above and
let u(t) denote the solution of

e(u(t),(t)) =0
with Q(t) given. Then the shape sensitivity of J is given by

r@v = L)

= £ (. om)|
- %(u(o), Q(0))u/(0) + g—é(u(O), Q(0))V.

Here ‘g—i denotes the (Gateaux-)derivative of .J with respect to u (for € fixed) and g—é denotes
the shape sensitivity of J with respect to Q (for u fixed). Due to the chain rule we obtain for
w'(0) = Su(t)];=o the equation

d Oe , Oe
0 = Ze(u(®), Q1) = 5 (u(t), AW (1) + £ (ult), AD)V.

Here, g—g(u,Q(t))V = %e(u, Q(t)), for u fixed, i.e., it means a generalization of shape sen-
sitivities from functionals to operators. The function ' = w/(0) is usually called ”shape
derivative”.

We shall discuss the computation of shape derivatives for two examples. First, consider
the maximization of current for a conductive material. The objective is given by

where I' C D, Q2 CC D and u solves
—div (aVu) = f, in D
with homogeneous boundary values u = 0 on 0D. Here, f is a given function and a is defined

as above, i.e.
a(z) = ap €
| a2 ze€D\Q.

The shape sensitivity is then given by (note that Q@ CC D and thus a = az on D)

o’
"W =— —d
J( )V FCLQ 87”& S,
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where u' is the shape derivative corresponding to the above state equation. In order to
compute the shape derivative u’, we consider the state equation in its weak form, i.e. we seek
u € H}(D) satisfying
aVuVv dr = / fvdr Yve Hj(D)
D D
We can write the left-hand side as

< w,e(u, ) >—/

asVuVu dx + / (a1 — a2)VuVu dx.
D

Q

The derivative with respect to u is given by

0

—e(u, O = / asVu'Vu dx + / (a1 — a2)Vu'Vu dz = / aVu'Vu dz.

ou D Q D

In order to compute the derivative with respect to {2, we can use the above results on shape
sensitivities for the functional fQ g dz, now with g = (a1 — a2)Vu.Vou. Thus,

Oe
u,QV—/ a1 — a2)Vu.Vo|Vin ds Vv € Hi (D).
sV = | ((@1 - a)Vuvo) 3(D)

As for standard optimal design problems, we can also employ the adjoint method to compute

the shape sensitivity. For this sake, let u* € Hg(D) be the unique weak solution of

/agawdm—/ aVwVu* dr  Yw € H}(D).
r 9 D

n

Then we obtain

ou’ I % X
— [ ag—ds=— | aVu'Vu* da = ((a1 —az)Vu.Vu )V.n ds,
r on D 0

i.e., the shape sensitivity is again a functional of V.n concentrated on 0f).
Our second example is the shape derivative for a state equation with Dirichlet boundary
condition, i.e.

Au = f inQ
v = 0 on JfQ.
It is easy to show that
Av' =0 inQ.

For the boundary condition, let y € 92 and let ‘é—f(t) = V(z(t)),z(0) =y. Then u(z(t)) =0
for all ¢t and thus

%u(a:(t)) =/(z(t)) + Vu(z(t)).V(z(t)) = 0.

Hence, u/ satisfies
W =—Vu.V  on 09.

We finally notice that second derivatives, so-called shape Hessians can be computed by
applying the same technique as for shape sensitivities to J/'(2)V, now with a second velocity
W.
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8.2 Level Set Methods

Level set methods recently received growing attention in shape optimization due to their
capabilities of solving shape optimization problems without parametrizations. The main idea
of the level set method is to represent a shape as

Q(t) = {o(.,t) <0},

where ¢ : R x Rt — R is a suitable continuous function, ideally the signed distance function
to 99 (i.e., equal to the distance between x and 9Q if x € R\, and equal to the negative
distance if z € Q). For an appropriate ¢ we have that

ot) = {o(.,1) = 0}.

Now consider the motion of points in Q(t) by ‘Z‘l—f = V(x). Then we obtain from the chain rule

for z(t) € 09(t) 86

0= %qﬁ(a:(t),t) =2 1 vvp=o,
i.e., ¢ can be determined by solving a transport equation. As we have seen above, the most
interesting case is the one of a motion in normal direction on 0€2(¢), i.e., V = V,,.n. In order
to use such a velocity in the level set method, we have to express the normal in terms of the
level set function ¢. Assume that {Z(s,t)|s € (—¢,€)} is an arc on 99(t), locally parametrized

by s around z(t) = Z(0,t). Then
d i
0= Z6(@(s,0).1) = Vo(@(s.), t)a—i.

Since % can be any tangential direction, we obtain that V¢ is a normal direction, and one

obtains the unit normal as v
n(s,t) = —=—(2(s,t),1).
(5,1) = g (s, .1)
Using these formulas together with the transport equation for ¢, we obtain the Hamilton-
Jacobi equation
o

9 VIVl = 2
VIV =0 (52)

for ¢. One can show that the motion of Q(t) is determined by
Q(t) = {s(.,t) <0}

if ¢ is a solution of (8.2) in R? x R* where V;, is an arbitrary extension from {¢(.,0) < 0} to
R

For further details and applications of the level set method we refer to the monograph by
Osher and Fedkiw.

8.3 Computing Shape Sensitivities by Level Set Methods

Using the level set method, we can formally compute shape sensitivities in a simple way.
Consider again the functional

(@) = /Q o(z) d
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and let 0Q(t) move with normal speed V,,. Then we obtain

JQ) = /{ e
= [ ot )g(a) da,

where H denotes the Heaviside function

1 ifp>0
0 else.

) = {

Since the derivative of the Heaviside function is the Dirac-delta-distribution, we obtain for-
mally

d 3 , 9¢
QW) = [ (o) ) ola) da
- /R 50w, 1) Vo, 1) Vi 9(a) da

Now we apply the co-area formula, i.e.
[ 46w B@) (Vo] do= [ Aw) [ Bl) dsta) dp
Rd R {o=p}
This implies

*J(Q(t))’ = 6(o(x,0)) g(z) Va(x) [Vo(z,0)| dv

t=0 Rd

= 6 z) Vy(x) ds d

Low) [ o) vatw) ds

= [ 9@) Vi) ds(a)
{¢=0}

= / g Vy ds,
oN

i.e., we recover the above formula for the shape sensitivity.
In a similar way we can compute the shape sensitivity of the functional

J(Q):/ands

For this sake we use again the J-distribution and the coarea formula to deduce

1) = /{¢ o(x) ds(z)

(-£)=0}

- ) x) ds(z) d
/]R ) /{¢(‘,t)=p}g( el dp

- /Rd5(¢(:c,t)) 9(@) [Vo(z,t)| dv
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Thus, we can try to compute the time derivative as

_ / Vovery ..
G00) = [ o590+ a0 20" a

V6(6)Vs wwt)
VORIVe 1 s
/Rdg ( ol OO g )

_ i (2T6 L VeV

= /Rd‘s(q”( i (*‘ﬂwﬁ”% N > e
L Vg Vo i

- /R‘W)< S (|v¢|> )
B Vo

= [ @I v <V9|v¢| g div (v¢|>)

v v
= Vi, di d
/{¢:0} < Ig T (!W\) ) ’

One observes that on 92 = {¢ = 0} we have

_ Vo g [ YO
_]V¢|’ /i—dzvn—dw<|v¢|>,

where n is the unit normal and & is the mean curvature. Thus,

Vn—/ <+gﬁ> ds.

We finally notice that the above strategy of removing the term §'(¢) by rewriting

Vo
V¢l

and applying Gauss’ Theorem can be used for general functionals (e.g. for second derivatives
of the functional J above). In this way, we always obtain a term of the form

o) div (155,).

i.e., the mean curvature on {¢ = 0} = 0. In particular, we can rewrite all derivatives as
surface integrals on 9€2, involving only natural geometric quantities like the normal n or the
curvature &, its normal derivative 2 g ete. It is a good advice to check all quantities that one
obtains by computing shape sensitivities in this way with respect to their geometric meaning.
If some terms do not have a geometric interpretation, then most likely the calculation was
wrong.

0'(0)IVe| = Vé(¢)

8.4 Numerical Solution

In order to obtain computational methods for shape optimization problems we can again
employ the level set method. In principle, we can apply any of the optimization methods
discussed in chapter 4, once we know how to compute derivatives. The major difference is the
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way we update the design variable. In the setting of chapter 4, we have computed a search
direction s to obtain
Ukl = Uj + TgS.

Obviously, we cannot use the same strategy in shape optimization, since a formula like
Q1 = Qp + 738

does not make sense for shapes 2. However, there is a natural update offered by the speed
method. First we notice that the update for a design variable u in a Hilbert space can be
rewritten as

du
U1 = u(Tg), ikl u(0) = uy.
As in the context of shape derivatives, the corresponding speed method for shapes gives

dx
Qs = {wk) LENFUE Qk}

Since the motion depends only on the normal velocity on 02, we can define the update also
via the level set method as

Qpy1 = {o(., 1) <0}
% + Sn‘V(ﬁ] =0 in (O,Tk)
{o(.,0} = O,

where s,, is the normal component of the update s. Hence, the iterative method is charac-
terized by choosing a normal update. Below, we shall detail some possible ways for choosing
this update.

We start with a gradient-type method. Omne observes that for optimization in Hilbert
spaces, the gradient method is characterized by choosing the update s via

<s,v>=—J(u) Yoel.
We can now write an analogous formula for the update s,, namely
< Spy Vi >==J (QV,, VV, el,
where U is a suitable Hilbert space for which we have several possibilities. We start with the

simple choice U = L?(9Q), i.e.,

< STHVH >= SnVn ds.
o0
As we have seen above, one can usually write the shape sensitivity in the form

J(Q)V, = / h.V,, ds
0N

(with h = g for J(Q) = [, g dz, and h = g—z + gk for J(Q) = [, 9 ds). Thus, the equation
for S,, becomes

SpVp ds =< Sp, Vi, >
o0

—J(Q)V,

= —/ h Vi, ds YV, € L*(09)
o0
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which is equivalent to choosing S, = —h.
Another interesting Hilbert space is H'(99). The scalar product in this space is given by

<Sp V> = / (VsSuVs Vi + SpVy) ds
o0
= / V(=S + Sy) ds,
oN

where Ag denotes the gradient with respect to the surface variable S on 092 and A; is the
surface Laplacian. Consequently, the update S, can be computed by solving the Laplace-
Beltrami equation

—AsSp, —Sn=h

on 0N (note that we do not need a boundary condition, since the boundary of the surface 02
is empty).
In general, we can write a Hilbert space scalar product as

< Sy Vi 5= / (AS,)V ds,
00

where A is a positive definite operator. Thus, we may choose any search direction of the form
Sp=—A""h,
where A is a positive definite operator. Since
J' (S, = — < Sy, Sp >= —||Sul|%,

this yields a descent direction and we can use line search techniques to find a reasonable .
In a similar way to gradient methods we can derive Newton-type methods, for which S,
is choosen solving

T"(Q)(Sn, Vi) = =T () Vi, WV, € UL
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